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Foreword

The ACS Symposium Series was first published in 1974 to provide a
mechanism for publishing symposia quickly in book form. The purpose of
the series is to publish timely, comprehensive books developed from the ACS
sponsored symposia based on current scientific research. Occasionally, books are
developed from symposia sponsored by other organizations when the topic is of
keen interest to the chemistry audience.

Before agreeing to publish a book, the proposed table of contents is reviewed
for appropriate and comprehensive coverage and for interest to the audience. Some
papers may be excluded to better focus the book; others may be added to provide
comprehensiveness. When appropriate, overview or introductory chapters are
added. Drafts of chapters are peer-reviewed prior to final acceptance or rejection,
and manuscripts are prepared in camera-ready format.

As a rule, only original research papers and original review papers are
included in the volumes. Verbatim reproductions of previous published papers
are not accepted.

ACS Books Department
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Preface

As the world struggles with global climate change, rising oil costs, and
increasing energy demands, it has become critical to search for alternative energy
sources, more efficient chemical processes, and more environmentally benign
materials. Computational methods—including molecular modeling and scientific
informatics—have already made significant contributions to this area. Improved
solar cells, more stable PEM fuel cells, and longer-lived batteries are just some
of the outcomes.

This book is a collection of scientific papers that were presented at a
COMP division symposium at the ACS National Spring Meeting in San Diego
in the spring of 2012. The focus of the symposium was on “Applications
of computational methods to environmentally sustainable solutions.” The
symposium, which was held over 3 days and 6 sessions, brought together leading
researchers from academia, national laboratories, and industry within the U.S. and
around the world, and covered a broad spectrum of applications of computational
approaches to environmentally sustainable solutions.

The various topics that were covered included batteries, biomass conversion,
catalysis, CO; capture and sequestration, fuel cells, H> generation and storage,
improved chemical processes, and photovoltaic materials. With the significant
advances in modeling techniques and simulation tools over the last decade, real-
world materials and complex chemical processes in realistic environments can
now be studied in silico and directly compared with experimental data. This has
spawned rapid growth in the rational design of new materials and the study of
complex mechanisms for energy applications.

Biofuels derived from lignocellulosic biomass are actively being pursued as an
alternative to traditional fossil fuels. This widely available and biodegradable raw
material when coupled with portability of liquid ethanol makes cellulosic derived
ethanol a very promising transportation fuel. In Chapter 1, Muthukumar and Khare
have shed light on the detailed energetics and separation mechanisms of cello-
oligosaccharides from the cellulose crystal surface. This study is an important
step in the detailed understanding and optimization of the enzymatic hydrolysis
step.

With the role of CO, being clearly established as the most important
greenhouse gas and a key contributor to global warming, major efforts have
been initiated by nations around the world to stem the emissions of CO, and
to focus as well on its capture and sequestration. This requires a fundamental
understanding of the complex interactions of CO; in complex environments.
Chapters 2, 3, 4, and 5 cover detailed computational studies of these interactions.
Maiti (Chapter 2) has explored the ability of ionic liquids (IL) to capture carbon

ix
In Applications of Molecular Modeling to Challenges in Clean Energy; Fitzgerald, G., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2013.


http://dx.doi.org/10.1021/bk-2013-1133.ch001
http://dx.doi.org/10.1021/bk-2013-1133.ch002
http://dx.doi.org/10.1021/bk-2013-1133.ch003
http://dx.doi.org/10.1021/bk-2013-1133.ch004
http://dx.doi.org/10.1021/bk-2013-1133.ch005
http://dx.doi.org/10.1021/bk-2013-1133.ch002

Downloaded by UNIV SOUTH DAKOTA on June 4, 2013 | http://pubs.acs.org
Publication Date (Web): June 3, 2013 | doi: 10.1021/bk-2013-1133.pr001

by studying the solubility of CO; in these solvents. Glezakou and McGrail
(Chapter 3) have investigated chemical processes in wet supercritical CO, and
the interaction of this fluid with solid supports, such as metals and oxides. Yoon
(Chapter 4) has studied the dynamic behavior and coverage dependence of CO,
adsorbed on the rutile TiO, (110) surface with surface oxygen vacancies (Oy)
using dispersion-corrected density functional theory combined with ab initio
molecular dynamics (AIMD). Chapter 5 by Liu, Cundari, and Wilson sheds
light on the periodic trends in 3d metal mediated CO, activation with a focus on
the reverse water—gas shift (RWGS) reaction and the hydrolysis of CO; using
3d metal B-diketiminate complexes and heterogeneous catalysis studies of the
reduction of CO; to CO on first row transition metal surfaces like Fe, Co, Ni, and
Cu, respectively.

Catalysis is a very significant area for clean energy research. Catalysts,
of course, lower the energy barrier for reactions; hence, they reduce the
energy required by production facilities, making them “greener.” Catalysts also
play a fundamental role in H, generation, biomass conversion, and fuel cell
efficiency. Chapters 6, 7, 8, and 9 explore recent efforts in these areas. Ho
and co-workers (Chapter 6) demonstrate how Ni-based bio-inspired catalysts
produce H» at rates comparable to those of biological processes. Halasz and
Liang (Chapter 7) provide three examples of using modeling to elucidate the
structure and properties of “green” catalysts. In Chapter 8, Xu and Wang
investigate bi-metallic nanocatalysts for dehydrogenation of methanol, which
is essential to ethanol proton exchange membrane fuel cells. The section on
catalysis concludes with Chapter 9 by Podkolzin, Fitzgerald, and Koel, who use
a combination of modeling and experiment to determine the surface structure of
two Fischer-Tropsch catalysts, which are essential for the conversion syngas into
liquid fuel hydrocarbons.

Solar energy has long been argued as the ideal, sustainable energy source.
Most readers will be familiar with the use of commercial photovoltaics for the
direct generation of electricity from light. The authors in this volume, however,
explore organic systems that mimic natural photosynthesis. The systems known
as Photosystem 1 (PSI) and Photosystem II (PSII) both consist of an enzymatic
reaction center surrounded by a light-harvesting complex. The authors take two
very different approaches toward increasing our understanding of these systems.
In Chapter 10, Pendley and co-authors outline a sophisticated multi-scale
approach to modeling PSI; this provides a way to model the docking of the
large complexes while allowing them to include the quantum mechanical effects
necessary to describe the electronic processes involved. In Chapter 11, Rivalta
and co-authors use a similar approach to study the oxygen-evolving complex
in PSII; the results deliver fundamental insights into Mn-based water-oxidation
catalysis.

Lithium (Li) ion based batteries, due to their high energy density and superior
charge retention when not in operation, are among the most widely used and
explored battery technologies today. The main component of a Li-ion battery is
the electrochemical cell that consists of two electrodes and an electrolyte, which
is used as a Li charge carrier. In Chapter 12, Ferguson and Curtiss provide a
broad survey of the atomistic simulation techniques currently in use to optimize
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and design the cell components as well as improve cell operation. The chapter
also includes an extensive literature survey which we believe will be beneficial to
students and researchers entering this field of research.

We hope that this collection will benefit graduate students and researchers
specializing in computational approaches for green energy solutions. We wish to
thank Tim Marney and Arlene Furman of the editorial department at ACS for their
assistance in preparing this volume and for keeping us on schedule.

We also wish to thank Vassiliki-Alexandra Glezakou for the cover graphic.
The graphic depicts the potential of carbonate minerals for desulfurization. This
scenario carries significant implications for more economic green solutions with
considerable savings in retrofit costs and CO; clean up. The image was created by
Cortland Johnson, from original figures by H. T. Schaef and V.-A. Glezakou, all
of PNNL.
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Chapter 1

Molecular Dynamics Simulation of Free Energy
of Desorption of Cellohexaose from a
Cellulose Crystal Surface

Lakshmi Muthukumar and Rajesh Khare*

Department of Chemical Engineering, Texas Tech University,
Box 43121, Lubbock, Texas 79409
“Phone: +1-(806)-742-0449. Fax: +1-(806)-742-3552.
E-mail: rajesh.khare@ttu.edu.

Cello-oligosaccharide intermediates are formed during the
enzymatic hydrolysis of cellulose. Re-adsorption of these
cello-oligomers on the cellulose crystal surface hinders the
enzymatic hydrolysis step in the conversion of lignocellulosic
biomass to biofuel. The knowledge of energetics as well as
the mechanism of desorption of cello-oligosaccharides from
cellulose crystal surface is thus important for optimizing the
enzymatic hydrolysis process conditions. In this study, we
have used molecular dynamics simulations to calculate the
free energy of desorption of a short cello-oligosaccharide
from the cellulose 1S crystal surface. Specifically, we have
calculated the free energy of desorption of cellohexaose from
the (100) and the (110) surfaces of this cellulose crystal. In
complex systems such as the one under consideration, there
are several choices for defining the reaction coordinate that is
required for performing these free energy simulations. We have
compared the results obtained by the usage of two different
reaction coordinates in our calculations. Our results show
that, in general, the free energy of desorption of cellohexaose
from the cellulose crystal surface exhibits a step-wise increase,
corresponding to sequential peeling of the adsorbed glucose
residues from the cellulose crystal surface.

© 2013 American Chemical Society
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Introduction

Biofuel derived from lignocellulosic biomass is an important alternative
energy fuel that is being considered for replacing the traditional petroleum fuels
(I-3). Cellulosic biomass is the most abundant renewable material available
(4-6). This, coupled with the portability of liquid ethanol, make cellulosic
ethanol a strong candidate for the large-scale production and deployment as a
transportation fuel (7).

In the early developments, bio-ethanol was produced primarily from food
crops such as corn and sugar cane (8); it was soon realized that any scale-up in
the manufacturing capacity of fuel derived from this source will deplete the food
supply. An alternative to this food based bioethanol is the lignocellulosic biomass
derived fuel. The term lignocellulosic biomass includes a wide variety of sources
such as agricultural waste and forest products (4, 7-9). The primary source of
energy in this lignocellulosic biomass is the cell wall of plants which is composed
of cellulose, hemicellulose and lignin or pectin (6, /0). Specifically, cellulose
fibrils are embedded in a network of hemicellulose and lignin. Our main interest
in lignocellulosics is limited to cellulose, a long-chain polymer of glucose.

The process of conversion of lignocellulosic biomass to biofuel consists
of depolymerization of cellulose to monomeric sugars, followed by their
fermentation to ethanol. Enzymatic hydrolysis plays an important role in
this process. Prior to enzymatic hydrolysis of biomass, it is subjected to
a pre-treatment step which loosens the lignin network thus facilitating the
enzyme attack on the cellulose fibril (5, 70, 11). Of the three major steps in the
conversion of lignocellulosic biomass to ethanol i.e. pre-treatment, enzymatic
hydrolysis and fermentation (2), enzymatic hydrolysis is the slowest and hence
the rate-determining step (3, /2). Enzymatic hydrolysis is achieved by a group
of enzymes called the “cellulases” which consists of three constituents viz.,
endogluconase, exoglucanase and f-glucosidase (/3). The process of hydrolysis
can be briefly summarized as follows: endoglucanase cleaves the cellulose chains
at random internal locations while exoglucanase attacks the end of the cellulose
chain thus producing cellobiose as the primary product. Finally, S-glucosidase
acts on cellobiose to form glucose in the solution. The glucose thus obtained is
fermented to yield the desired ethanol fuel product.

The enzymatic hydrolysis step described above yields small and medium
molecular weight cello-oligosaccharides as reaction intermediates.  These
intermediates are found to re-adsorb onto the cellulose crystal surface hindering
further action of the enzyme and thus reducing the rate of reaction (/4-17).
A detailed study of the energetics as well as the mechanism of separation of
cello-oligosaccharides from the crystal surface will aid in optimizing these
process conditions.
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The process of removal of cello-oligosaccharides from the cellulose
crystal surface has previously been studied in molecular simulations (/8—20).
In particular, Payne et. al., studied the work required for decrystallizing
cello-oligosaccharides of different degrees of polymerization from a cellulose
crystal surface (/8). In another study, the free energy of decrystallization of a
glucan chain from the cellulose crystal surface in the presence of two different
solvents was determined (/9). In both of these studies, the glucan chain being
pulled away was an intrinsic part of the cellulose crystal surface. Thus, the
energetics of the process was governed by three types of interactions: inter-sheet,
intra-sheet (which in this chapter are considered to consist only of the inter-chain
interactions between the chains in the same sheet) and intra-chain. We are
interested in the process of removal of a cello-oligosaccharide molecule that
is adsorbed on the cellulose crystal surface; such a process has only two of
these contributions to energy, namely, inter-sheet and intra-chain interactions.
Previously, Bergenstrahle ez. al. used steered molecular dynamics (SMD)
technique to calculate the pull-off energy of cellooctaose which was placed
over a cellulose crystal (20). In this study, we go a step further to determine
the free energy of removal of a cellohexaose molecule that is adsorbed on
the cellulose crystal surface. Both enthalpic and entropic contributions to the
cello-oligosaccharide desorption process are incorporated in the free energy
so calculated. Furthermore, we have calculated the free energy profiles for
the desorption of a cellohexaose molecule from two different cellulose crystal
surfaces and also compared the results obtained by the usage of different reaction
coordinates. This comparison provides insight into the mechanism of desorption
of cello-oligosaccharide molecules from the cellulose crystal surface.

Methods

The simulation system consists of cellulose IS crystal surface, cello-
oligosaccharide molecule and water. The cell parameters and the unit cell
coordinates of the cellulose crystal were obtained from literature (27). The crystal
structure of cellulose 18 is monoclinic; the cell parameters are: a = 7.784 A, b
=8.201 A and ¢ = 10.380 A (where c is the chain axis), along with the angle y
= 96.5°. The unit cell of the crystal has two parallel chains which are termed
as the ‘center’ and the ‘origin’ chains. The crystal structure was generated such
that an infinite slab of cellulose was obtained in the chain axis direction when
periodic boundary conditions are applied. We used GLYCAMO6 force field (22)
to represent the molecular interactions for the crystal and cello-oligomer, while
TIP3PF (23) model was used for water molecules. All of the simulations were
carried out using the NAMD package (24). The VMD package was used for
trajectory analysis and molecular visualization (25). The initial structure files of
the system were created using the AMBERTOOLS module (26). A time-step of
1 fs was used for integrating the equation of motion. The non bonded interactions
were cut-off at a distance of 12 A and long-range interactions were calculated
with particle mesh ewald technique (27). The bond lengths of the water molecules
in the simulation were constrained using the SETTLE method (28). The initial
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structures were relaxed using 1000 steps of conjugate gradient method. A
Langevin thermostat and a Nosé- Hoover Langevin barostat (29-31) were used to
control temperature and pressure respectively. We have considered two different
crystallographic surfaces in our study, the (100) surface which is hydrophobic,
and the other (110) surface which is hydrophilic. Since cellulose crystal has
specific regions, which are hydrophobic or hydrophilic in nature, in order to gain
full understanding of the molecular interactions involved in the process, it is
important to study both of these surfaces which expose different regions of the
crystal to surrounding water. Further details of the model preparation procedure
used for the systems corresponding to the two different crystal surfaces are given
below.

(100) Crystal Surface

We have investigated two different scenarios for the initial adsorbed state of
cellohexaose on the (100) crystal surface:

(1) adsorption in the crystallographic conformation i.e., when cellohexaose
forms flat ribbon-like conformation over the cellulose crystal surface, and

(2) adsorption such that cellohexaose is not in the crystallographic
conformation, henceforth termed as “adsorption with an imperfection”
over the cellulose crystal surface. Figure 1a is a pictorial representation
of the (100) crystal surface.

(100) surface (110) surface
direction of desorption direction of desorption
R
L (o)  JTHY (110
HAfrFNr AR g N AR " !i ‘iﬂ",% Fi s ﬁ"H .
vl il P P PO P
A 2 * 3
e

Figure 1. (a) (100) and (b) (110) surfaces of cellulose If crystal. The adsorbed
cellohexaose molecule is shown in green color. Water molecules are not shown
for the sake of clarity.
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Adsorption in Crystallographic Conformation (Case 1)

The (100) crystal surface used in this case had 40 glucan chains each of which
consisted of 12 monomer units. These 40 chains were arranged in the surface in
5 layers. The cellohexaose molecule was placed in the “adsorbed state” on the
cellulose crystal surface, in a location that conforms to a crystallographic position.
In this position, the cellohexaose molecule adopted the flat-ribbon conformation
with all of its native contacts with the crystal surface. A box of water was
placed above the cellulose crystal surface containing the adsorbed cellohexaose
molecule. It is to be noted here that, this (100) crystal surface was infinite not
only in the chain axis direction, but also in the lateral intra-sheet direction. The
box was equilibrated for at least 3 ns using a series of constant NV'T (constant
number of atoms, volume and temperature) and constant NPT (constant number
of atoms, pressure and temperature) molecular dynamics (MD) simulations.
During the NPT simulations, the box dimensions in the three directions were
allowed to vary independently. These box dimensions in the X, y and z directions
were: 64.207(£0.035), 65.581(£0.072) and 88.410(£0.267) A respectively. The
total number of atoms in the system was 49,803.

Adsorption with an Imperfection (Case 2)

The (100) crystal surface used in this case had 56 glucan chains each of which
contained 12 monomer units. These were arranged in 7 layers with each layer
containing eight chains. The cello-oligosaccharide was obtained from the ‘origin’
chain coordinates from the literature (2/) and was solvated in a box of water. The
box was equilibrated for at least 3 ns using a series of constant NV'T and constant
NPT MD simulations. During these runs, the cello-oligosaccharide molecule was
allowed to adsorb freely on the cellulose crystal surface. The box dimensions in
the X, y and z directions were 64.218(£0.042), 65.784(+0.048) and 88.410(x0.214)
A respectively. The total number of atoms in the system was 40,131.

(110) Crystal Surface

The (110) crystal surface studied in this work had 35 glucan chains each of
which contained 12 monomer units (see Figure 1b). The cello-oligosaccharide
molecule was incorporated in the system by replacing the top chain with a
cellohexaose molecule (shown in green color in Figure 1b).

For the (110) crystal surface system, we have considered only the case in
which the cello-oligosaccharide molecule was stationed at the crystallographic
position. The crystal surface along with the cellohexaose molecule was solvated
in a box of water and the system density was equilibrated using constant NPT MD
simulation. In this case, the crystal was infinite only in the chain-axis direction.
After equilibration, the bottom part of the crystal (the faded part in Figure 1b)
was removed for computational efficiency. Following the strategy employed in
literature (/8), the ring carbon atoms of the bottom most layer of the crystal thus
obtained were harmonically restrained to their positions with a force constant
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of 2 kcal/mol/A2 in the subsequent calculations. This system configuration was
again equilibrated using constant NPT simulation followed by constant NVT
simulation for a total duration longer than 3.5 ns. The box dimensions in the x,
y and z directions were 64.192(£0.045), 59.045(x0.870) and 114.841(x0.214) A
respectively. The total number of atoms in the system was 44,763.

Free Energy Calculations

The free energy of desorption of cellohexaose was calculated using the
umbrella sampling technique (32). In the highly multidimensional system studied
here, there are a large number of pathways (i.e. reaction coordinates) that the
system can trace in going from the initial adsorbed state to the final desorbed
state in which the cellohexaose molecule loses all the interaction with the
cellulose crystal surface. In this work, we have considered two different reaction
coordinates: (i) the normal distance between the center of mass of the end ring
of cellohexaose molecule (i.e., either the first or the last glucose residue) and
the center of mass of the top layer of cellulose crystal surface (denoted as RC
Ia and RC Ib, corresponding to the chains obtained by capping the reducing and
non-reducing ends respectively), and (ii) the normal distance between the center
of mass of the adsorbed cellohexaose molecule and the center of mass of the top
cellulose crystal layer (RC II). These reaction coordinates are shown in Figure 2.

Figure 2. Illustration of the reaction coordinates on the (100) crystal surface:
(a) RC Ia, (b) RC Ib, and (c) RC II.
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All of the free energy calculations were conducted under constant NVT
conditions at a temperature of 300 K. The details of the umbrella sampling
simulations for the different sets of calculations are given in Table 1. The
probability histograms generated from these umbrella sampling simulations for
each of the windows were combined using the Weighted Histogram Analysis
Method (WHAM) (33, 34); the WHAM code from Grossfield laboratory was
used for this purpose (35).

Table 1. Umbrella Sampling Simulation Details

Surface Width Total Force Eauilibrati- Product-
studied of each number of constant oanime (ns) ion Time
window (4) windows (kcal/mol/42) (ns)
(110) 0.5 73 10 0.02 1
(100) case 1 0.6 60 5 0.02 1
(100) case 2 0.5 73 10 0.20 1
Results

The potential of mean force (PMF) profiles for the desorption of cellohexaose
from two different - (100) and (110) - cellulose crystal surfaces were obtained.
The characteristics of these profiles are described below.

PMF for Separation of Cellohexaose from Cellulose (100) Crystal Surface
Case 1: Cellohexaose Adsorbed in Crystallographic Conformation

For case 1, when the cello-oligosaccharide was peeled from the end a (RC Ia),
the PMF curve exhibited a step-wise increase (see Figure 3). The first minimum
in the profile was observed at a separation distance of about 4.0 A. The favorable
van der Waal’s interactions along with the hydrogen bonding interactions between
the cellulose crystal and the cellohexaose molecule make this configuration
highly stable. The well-depth of the first minimum is about 12 kcal/mol. As
the cellohexaose molecule moves away from the first minimum, it starts losing
these favorable interactions with the crystal and consequently the PMF starts
increasing. Beyond this first minimum, there are two significant features in the
PMF profile which occur in a repetitive fashion to yield a step-wise profile: the
region of “increasing” PMF and the “plateau” region.

An inspection of the molecular structures along the PMF profile shows that the
first glucose residue was completely pulled away at a reaction coordinate value of
about 8-9 A. The subsequent plateau region in PMF prevails, until the second
residue gets completely pulled away. It can be generalized that for every odd
numbered residue being pulled away, there is an increase in the PMF and for
every even numbered residue being pulled away completely, there exists a plateau
region. The origin of these steps in the PMF profile can be deduced by focusing on
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the hydrogen bonding interactions in cellulose. Cellulose 15 has a characteristic
network of hydrogen bonds. There are two types of hydrogen bonds in cellulose:
the conventional O-H-O hydrogen bonds, and the other non-conventional C-H-O
hydrogen bonds which are termed as “alternative hydrogen bonds” (/8) or “pseudo
hydrogen bonds” (36). The O-H-O bonds are formed either between the atoms in
the same chain (intra-chain) or between two different chains in the same sheet
(intra-sheet). The C-H-O bonds are formed between the chains in the adjacent
sheets (inter-sheet).
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Figure 3. PMF for desorption of cellohexaose from (100) cellulose crystal surface
(case 1). Results for reaction coordinates RC Ia, RC Ib and RC II are shown in

red (solid line), green (dot-dash line) and black (dashed line) colors respectively.
Inset: Flat ribbon configuration of cellohexaose over the (100) crystal surface.

In the process under consideration, intra-sheet interactions are absent, while
the intra-chain and inter-sheet hydrogen-bonding interactions play an important
role. Initially, as a glucose ring gets pulled away from the cellulose crystal
during the process of desorption, the cellohexaose molecule loses its inter-sheet
interactions with the crystal surface while exposing the hydrophobic moieties
of the cellulose surface to water. This results in an increase in the free energy.
Next, as more residues start getting pulled away, intra-chain hydrogen-bonding
interactions begin to develop in the cellohexaose molecule; the favorable nature
of these interactions results in a decrease in the free energy. The plateau regions in
the PMF plot are obtained when these effects of loss of inter-sheet interactions and
gain of intra-chain interactions compensate each other. When an odd numbered
residue gets peeled away from the cellulose crystal surface, it does not have an
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adjacent residue in the desorbed part of the molecule to form favorable intra-chain
hydrogen bonds thus resulting in an increase in the free energy. Here we note
that for the first residue, no previously peeled residue is available for forming
intra-chain hydrogen bonds, while for the subsequent odd numbered residues i.e.
third and fifth residues, the residues that were peeled off before them have already
formed hydrogen bonds and are not available for further intra-chain interactions.
On the other hand, in the case of even numbered residues, the compensating
intra-chain interactions with the odd numbered residue that was peeled off just
before it dominate, resulting in the plateau region. Sequential occurrence of these
effects leads to a step-wise increase in the free-energy. The total free energy
change for cellohexaose desorption for RC Ia in this case is about 45 kcal/mol.

Another PMF plot was obtained by the use of RC Ib i.e., when the
cellohexaose molecule was peeled away from the end b. The PMF profile
obtained in this calculation exhibits a step-wise increase in free energy as was
the case for RC Ia. The slight difference in these profiles on small sub-monomer
length scales can be attributed to the chemical difference in the two ends of the
molecule viz., end a and end b. We also note that on the length scales larger than
a monomer, the two profiles show quantitatively similar behavior up to a distance
of about 25 A, beyond which there is an approximately constant difference of
about 4 kcal/mol between them. The total free energy change for cellohexaose
desorption for RC Ib is about 41 kcal/mol.

We also obtained a PMF profile by using the reaction coordinate RC Il i.e.,
the distance between the center of mass of cellohexaose and the center of mass of
the first layer of cellulose crystal surface. Usage of this type of reaction coordinate
yields a PMF curve which shows a rapid and continuous increase in free energy
followed by a region of approximately constant value. The process of removing
the cellohexaose molecule from its center of mass i.e. using reaction coordinate
RC II, is analogous to removing a “sticky strap” by pulling from its center. This
is a highly unfavorable process in which both chain ends start sliding over the
surface and the hydrogen bonding interactions of the entire chain are disturbed.
With this reaction coordinate, the cellohexaose molecule reaches its final desorbed
state without going through the process of sequential peeling of the individual
glucose units starting from one end. The total free energy difference between the
adsorbed and desorbed state for RC II is about 54 kcal/mol i.e., about 18 kcal/mol/
cellobiose.

Case 2: Cellohexaose Adsorbed with Imperfection

Similar sets of PMF plots were obtained for case 2 as shown in Figure 4.
For RC Ia and RC II, the PMF profiles resemble the corresponding profiles
obtained in case 1. On the other hand, the PMF plot obtained by peeling the
cello-oligosaccharide from its end b (RC Ib) in this case is considerably different
from that obtained for RC Ib in case 1. Furthermore, although the two ends of the
cellohexaose molecule are not chemically equivalent, one still expects the profiles
obtained by peeling either end of cellohexaose (i.e. by the usage of RC Ia and
RC Ib) from the same starting structure to look approximately alike on the length
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scales larger than the size of a glucose residue. This observation was found to
hold for case 1 but not for case 2. With RC Ib for case 2, there is an initial “flat”
region in the PMF plot until a distance of about 12 A, while the corresponding
region is absent in the PMF plot for RC Ia. This difference can be explained by
inspection of the initial structure of the adsorbed cellohexaose molecule (see inset
of Figure 4).
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Figure 4. PMF for desorption of cellohexaose from (100) cellulose crystal
surface (case 2). Results for reaction coordinates RC la, RC Ib and RC II are
shown in red (solid line), green (dot-dash line) and black (dashed line) colors

respectively. Inset: Snapshot of cellohexaose molcule in its initial state showing
the bulge that was formed during free adsorption on the (100) crystal surface.

As explained in the system preparation section, the initial structure for
case 2 was prepared by allowing the cellohexaose molecule to adsorb freely
on the cellulose crystal surface. Therefore, in the resulting initial structure,
the cellohexaose molecule did not form a flat-ribbon conformation over the
surface. Specifically, there was a bulge (imperfection in the context of crystalline
conformation) near the end b of the molecule which favored strong intra-chain
interactions. When the cellohexaose molecule was peeled from this end, as it
moved away from the surface, it continued to strengthen its favorable intra-chain
interactions until the third residue was peeled away from the surface, i.e. at
approximately 13 A. After the third residue was peeled off, like case 1 PMF
profiles, the PMF subsequently increased in stages where each stage of PMF
increase is followed by a shoulder instead of a plateau as was the situation for the
step profiles. The generalization suggestive of a step-wise PMF profile is thus
not applicable in case of RC Ib since the free energy increase starts in a different
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fashion and the process follows a different path. The total free energy increase
in this case for RC Ia is about 30 kcal/mol (i.e. 10 kcal/mol/cellobiose removed)
and that for RC Ib is about 27 kcal/mol (i.e. 9 kcal/mol/cellobiose removed).

In all of the free energy simulations reported here i.e., those using the reaction
coordinates RC Ia, RC Ib and RC II, for case 1 and case 2, state 1 is the one in
which the cello-oligosaccharide molecule is in the completely adsorbed state on
the crystal surface, whereas state 2 is the state in which the cello-oligosaccharide
molecule is far away from the crystal surface such that it has lost all of its direct
interactions with the cellulose crystal. Thermodynamically, since state 1 and state
2 are the same for all three pathways for a given starting structure, we expect
that the total free energy differences resulting from the use of different reaction
coordinates to be the same for each of the cases. Clearly, as seen from Figure 3
and Figure 4, that is not the situation. To further investigate the origin of these
differences in the total PMF values for a given initial structure, we focus on the
cellohexaose conformations in the final desorbed state. To this end, a plot of the
time dependence of the radius of gyration (Ry) of cellohexaose molecules in case
1 and case 2 for all three reaction coordinates RC Ia, RC Ib and RC II in the
last umbrella sampling window is presented in Figures 5 and 6. As can be seen,
for 5 of the 6 simulations, the R, value fluctuated around 9.4 - 9.5 A over the
entire umbrella sampling window. However, in the RC Ib calculation for case 2,
the radius of gyration of cellohexaose decreased from 9.5 A to 7.5 A during the
simulation; one snapshot of cellohexaose molecule from this window is shown
in the inset of Figure 6 indicating that the molecule formed a somewhat coiled
conformation in this simulation. On the other hand, the snapshots of cellohexaose
molecule in the other five simulations (Figure 5 and Figure 6) clearly show that
the cello-oligosaccharide molecule remained in the relatively linear conformation
throughout the simulation window in these cases.

These observations suggest that the approximately linear conformation (R,
~ 9.5 A) is the most stable conformation of cellohexaose in water; this has also
been reported in literature (37). However, occasionally, conformational changes
in the glycosidic ¢ and y angle lead to a marked departure from this linear
conformation, as has been observed here for a particular simulation window for
RC Ib for case 2 and as has also been reported in the literature (38, 39). The
umbrella sampling simulation window needs to be long enough such that these
conformational transitions are adequetely sampled. Our analysis shows that
at large separation distances of the cellohexaose molecule from the cellulose
crystal surface, only one of the six calculations (RC Ib for case 2) shows such a
transition during the umbrella sampling window but not the other five, indicating
that the run length was not long enough. We believe that these deductions on
the length of the simulation run for a window apply mainly to windows at large
separation distances from the surface thus explaining the differences in the PMF
profiles at these distances. At smaller separations, entire molecule or a part of the
cellohexaose molecule remains adsorbed on the surface. Such fully or partially
adsorbed molecule does not have complete conformational freedom and hence
adequete sampling of molecule conformation can be acheived in a simulation
window of the 1 ns duration.
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Figure 5. (100) surface, Case 1: Time dependence of radius of gyration in the
60 simulation window of the umbrella sampling calculation (line styles for the
three reaction coordinates are the same as in Figure 3). Inset: Snapshots of
cellohexaose molecule in the RC la , RC Ib and RC II calculations are shown in
red, green and black colors respectively.
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Figure 6. (100) surface, Case 2: Time dependence of radius of gyration in the
60 simulation window of the umbrella sampling calculation (line styles for the
three reaction coordinates are the same as in Figure 4). Inset: Snapshots of
cellohexaose molecule in the RC la , RC Ib and RC II calculations are shown in
red, green and black colors respectively.
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PMF for Separation of Cellohexaose from Cellulose (110) Crystal Surface

The free energy change required for the desorption of cellohexaose molecule
from the cellulose (110) crystal surface was determined using the same 3 reaction
coordinates RC Ia, RC Ib and RC II as for the (100) surface. For the (110) surface,
we studied only one case in which the cello-oligosaccharide molecule was initially
placed at a specific crystallographic location on the surface. As seen from Figure
7, with the reaction coordinate RC Ia, the PMF value increased in steps as was
the case for the (100) surface. The steps in the free energy plot are less distinct
for the (110) surface than those for the (100) surface. Specifically, it appears that
the plateau regions are not as distinct for the (110) crystal surface. PMF profile
obtained using reaction coordinate RC Ib also shows a step-wise increase in its
value. It is seen that the PMF plots resulting from RC Ia and RC Ib calculations
are quantitatively similar over the length scale of a glucose residue upto a distance
of about 25 A. The last step increase exhibited by the RC Ib plot at a separation
distance of about 30 A seems to be absent in the RC Ia plot, this explains the
ultimate difference in the total PMF change values (about 40 kcal/mol and 49
kcal/mol respectively for RC Ia and RC Ib) calculated from these two reaction
coordinates. Similar to the case for the (100) surface, we attribute this difference
to the inadequate sampling of the cellohexaose molecule conformations at these
large separation distances from the cellulose crystal surface.

Lastly, as was the case for the (100) surface, the PMF profile obtained by the
usage of reaction coordinate RC II here shows a sharp increase with an increase
in the separation distance. The continuous breakage of hydrogen bonds between
the cellulose crystal surface and the desorbing cellohexaose molecule explains this
sharp increase in the PMF in the case of RC II. The total free energy increase in

this calculation is about 45 kcal/mol, which is 15 kcal/mol/cellobiose removed.
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Figure 7. PMF for the desorption of cellohexaose from the (110) cellulose crystal
surface. Results for reaction coordinates RC Ia, RC Ib and RC II are shown in
red (solid line), green (dot-dash line) and black (dashed line) colors respectively.
Inset: Flat ribbon configuration of cellohexaose over the (110) crystal surface.
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Summary and Discussion

The energetics involved in the desorption of cellohexaose for three different
cases - one for the (110) surface and two for the (100) surface - of cellulose
1 crystal were studied. Different reaction coordinates were chosen to study
the desorption process on these surfaces. All PMF profiles showed distinct
first minima at short separations, where cellohexaose has maximum favorable
interactions with the crystal surface. Beyond the first minimum, in general, the
PMF increased in a step-wise manner when the reaction coordinate consisted
of peeling the cellohexaose molecule from one end. This behavior is a result
of the interplay of intra-chain interactions of the cellohexaose molecule and the
inter-sheet interactions between the cellulose crystal surface and the cellohexaose
molecule. On the other hand, the PMF profiles that are obtained by considering
the reaction coordinate based on the center of mass distance of the cellohexaose
molecule from the crystal surface show a continuous increase in value followed
by a plateau region. In practice, such a pathway which leads to a large continuous
increase in free energy is unlikely. Rather, the process is likely to occur by the
other type of path — the one corresponding to the stepwise increase in energy with
individual steps being of the order of 15 kcal/mol.

The total free energy change for the desorption of cellohexaose from the
(110) cellulose crystal surface is about 45 kcal/mol. The total free energy change
for the desorption of the cellohexaose from the (100) crystal surface when it
was adsorbed in the crystallographic conformation (case 1) is about 43 kcal/mol,
while the value is about 30 kcal/mol when the adsorbed cellohexaose was in one
of the conformations that is not the crystallographic conformation (case 2). This
difference in the free energy change values in these cases can be explained as
follows: in case 1, the cellohexaose molecule acted as an extension of the crystal
structure thus retaining all of its native inter-sheet as well as intra-chain hydrogen
bonding interactions. On the other hand, in case 2, where the cellohexaose
molecule was allowed to freely adsorb on the crystal surface, it got adsorbed in
an “imperfect” conformation, and thus was not able to regain the full intersheet
interactions similar to those in a native crystal. Moreover, due to the resulting
bulge in the chain conformation at one end, the cello-oligosaccharide in case 2
also had stronger intra-chain interactions, compared to those in the native crystal.
The combined effect of the loss of inter-sheet interactions and the presence of
additional intra-chain interactions made it easier to remove the cellohexaose
molecule from the crystal surface in case 2, thus resulting in a smaller total
free energy difference between the two end states. This observation can also be
extended to suggest that the hydrolytic enzymes will preferentially attack those
regions in the crystal which exhibit imperfect conformation and hence are more
susceptible to enzyme attack.

The steps in the free-energy profiles obtained here are similar to those
previously reported in the literature for the de-crystallization of a chitin chain
from the a-chitin crystal surface (40). The free energy changes calculated in our
simulations are much higher than those found in literature from decrystallization
simulations of cellulose (18, 19). Specifically, Payne et. al. (18) reported that the
free energy required for removing a cellohexaose segment which is a part of the
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(110) crystal surface to be 11-12 kcal/mol (i.e. about 4 kcal/mol per cellobiose
removed). In another study, the free-energy required for removing a 11-residue
glucan chain from the (110) crystal surface in the presence of water as the solvent
was determined to be about 18-20 kcal/mol (i.e. about 3.5 kcal/mol per cellobiose
removed) (/9). These values are lower than the free energy change value that
we obtained here for the (110) surface (i.e. about 15 kcal/mol per cellobiose
removed). This difference in the values can be attributed to the following factors:
difference in the force-field used in the simulations [GLYCAM (22) in our case
and CHARMM (41, 42) in the case of these literature studies], the difference in
the construction of the system (cellohexaose molecule was adsorbed on top of
the crystal surface in our case while it was part of the crystal surface in these
literature studies), and the difference in the reaction coordinate (center of mass
distance based reaction coordinate in our case and native contacts based reaction
coordinate in the case of these literature studies).

For both (100) and (110) crystal surfaces, the PMF profiles obtained by
removing the adsorbed molecule from either end are approximately the same up
to a separation distance of about 25 A from the crystal surface, while they exhibit
a difference beyond this distance. This result coupled with an inspection of chain
size at large separations from the crystal, suggests that while the simulation run
length may be long enough for the umbrella sampling windows in which part of
the chain is still adsorbed on the crystal surface, for the fully desorbed state, the
full range of chain conformations is not sampled over the MD simulation run for
each umbrella sampling window. This aspect will be further investigated in future
work. Furthermore, as described above, the choice of force field seems to be an
important factor that results in a quantitative difference in the free energy value
in the one case where a comparison could be made with the previous literature
results (/8, 19). A detailed comparison of the free energy profiles obtained by
the usage of the same reaction coordinate but different force fields will also be
carried out in future.
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Chapter 2

Ionic Liquids for Carbon Capture: Solubility
Computation Using an Implicit Solvent Model

Amitesh Maiti*

Lawrence Livermore National Laboratory,
Livermore, California 94550, U.S.A.
*E-mail: amaiti@llnl.gov

Through a large number of solubility measurements over
the last decade and a half, Ionic Liquids (ILs) have been
demonstrated as a great medium for the physical dissolution of
COs. However, there are numerous possible variations on the
component ions of an IL, only a small fraction of which has
actually been synthesized so far. In order to screen for the best
solvents it is necessary to adopt a theoretical approach that can
quickly compute the CO; solubility with reasonable quantitative
accuracy. Here we report a theoretical prescription that involves
computing the chemical potential of CO; in the solvent phase
with a density-functional-theory-based implicit solvation code
(COSMO-RS) and computing the gas fugacity with a cubic
equation of state. The approach yields excellent agreement
with a large volume of experimental data on CO; solubility
in diverse classes of ILs over a wide range of temperatures
and pressures. The resulting quantitative trends can be used
to discover solvents with much higher CO» uptake per kg of
solvent than has been experimentally achieved so far.
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Introduction

With the status of CO» as a prominent greenhouse gas and a major contributor
to the global climate change now established, major efforts are being put forth
by governments and private agencies in order to cut down CO; emission into the
atmosphere. Research efforts are focusing on developing technologies in the areas
of CO; capture, storage, monitoring, mitigation, and verification (/). The very first
step, i.e., capture, is the separation of CO, from emissions sources, e.g., flue gas in
a coal-fired power plant, and the recovery of a concentrated stream of CO; that is
amenable to sequestration or conversion. Given that CO> in the flue gas is present
only in dilute quantities, ~ 10-14% by volume, the common strategy of carbon
capture has so far involved chemical absorption in amine-based solvents (2).
Much of the effort has so far involved aqueous solutions of monoethanolamine
(MEA). Pilot plants have implemented MEA-based capture systems, although at
a scale that is an order-of-magnitude smaller than that required for commercial
power plants. Unfortunately, MEA has some shortcomings including, somewhat
nonselective against other pollutants, prone to degradation and equipment
corrosion, unstable at high concentrations, and finite vapor pressure that results in
solvent loss and environmental pollution. Besides, a chemical absorption based
strategy is typically associated with a large energy cost in solvent regeneration.

With the above deficiencies in mind, there has been a significant effort in
exploring and designing solvents that adsorb CO, molecules, i.e., physically
bind them without involving any chemical reactions. Ionic Liquids (ILs) (3—6)
constitute such an alternative solvent system that offer distinct advantages over
traditional solvents like MEA, some of which include: (1) high chemical stability;
(2) low corrosion; (3) almost zero vapor pressure; (4) supportable on membranes
(7); and (5) a huge library of anion and cation choices, which can be potentially
optimized for CO> solubility and selectivity.

Over the last few years several ILs have been experimentally demonstrated
(8—15) to be efficient solvents for CO,. A collection of this data does provide
useful trends that can be used to optimize the choice of ILs for CO; capture.
However, each new experiment costs time and money, and is often hindered
by the fact that a specific IL may not be readily available. To this end, it is
highly desirable to have a computational/theoretical tool that can quickly and
accurately compute CO» solubility in any solvent (as a function of pressure and
temperature). Atomic level simulations, molecular dynamics, Monte Carlo, or
binding-energy calculations can provide useful insights into the interactions
of CO, with the cation and the anion (/6—/8). However, predicting solubility
involves determining the difference in chemical potential between the solute in the
solvent phase and the solute in its source phase. There are theoretical procedures
to compute such chemical potential differences from first-principles, e.g., through
simulations using advanced sampling techniques, e.g., umbrella sampling (/9),
free energy perturbation (20), thermodynamic integration (2/), or constrained
molecular dynamics (22). However, a successful use of such techniques in
complex molecular systems like ILs has its challenges, including large ion sizes,
high viscosity, low mobility, and often the lack of interaction parameters.
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Computational Strategy

For fast computation of solubility in a wide variety of solvents it is thus
desirable to adopt a quantum-chemistry-based strategy with a large coverage
of the periodic table. At the same time, it should be able to yield quantities
averaged over orientational and configurational degrees of freedom of the
solvent molecules. A widely used method in this regard is the implicit solvent
method called COSMO-RS (COnductor-like Screening MOdel for Real Solvents)
(23, 24), in which one represents both the solute and the solvent molecules
by the histogram of their surface screening charges called the o-profile. All
interactions, including coulombic, van der Waals, and hydrogen bond interactions
are then defined in terms of these o-profiles. One can use this formalism to
compute the partition function, the Gibbs free energy, and many other important
thermodynamic quantities, including the pseudo-chemical potential (u*) (i.e.,
the Gibb’s free energy per molecule without the mixing entropy contribution).
If the pseudo-chemical potential of a solute molecule in a solution containing
x mole-fraction of the solute is isolution™(x,7), and that in the solute’s own
liquid environment is use*(7), then under dilute conditions, the solubility (in
mole-fraction) is given by the expression (24):

X = exp[{ﬂself *(T) = tsotution ™ (X, T)} /k gT] (1)

where T is the absolute temperature and & the Boltzmann constant, respectively.

The COSMO-RS program was originally developed with the aim of modeling
condensed phases, primarily liquid, with solubility and liquid-liquid phase
equilibrium (LLE) being one of its primary application domains. For a solid
dissolving into a liquid solvent one needs to include an additional contribution
due to the heat of fusion. From extensive tests on the aqueous solubility of a large
dataset of drug molecules and organic solutes it appears that COSMO-RS incurs
an average error of the order of 0.3-0.5 log units (25). Based on this, an accuracy
of the computed solubility to within a factor of 2-3 can be considered reasonable.
At the same time the COSMO-RS errors are not random, but are rather systematic
within classes of solvents. Therefore, one can still expect to obtain useful trends
from such calculations. There have been several recent reports on COSMO-RS
computation of CO> solubility in different ILs (26—30) with the aim of uncovering
trends that can serve as a guide to solvent optimization.

One challenge for the present application is that the solute species (CO»)
is dissolving not from the solid or liquid, but from the gas phase. Although,
there is a standard prescription of computing gas solubility with COSMO-RS that
involves the experimental vapor pressure, this can lead to a severe overestimation
of CO; solubility at a given pressure and temperature as compared to experimental
results (37). As an alternative strategy, we have recently shown that the following
equation works better with consistent accuracy (32):

0

P=
#(P,T)

x exXpl{ Usotution * (X, T) = ptig *(T)} / kpT] 2
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where x is the mole-fraction gas-solubility at pressure P and temperature 7', ¢(P,
T) is the fugacity coefficient of the dissolving gas, and ;™ the dilute-limit pseudo-
chemical potential of the ideal dissolving gas defined at a low reference pressure
of PO=1 bar. To use eq. (2) successfully we adopt the following strategy:

*  The chemical potentials gomion™(x,T) are computed by COSMO-RS
using the commercial code COSMOtherm version C2.1, Release 01.10
(33). For this, the o-profiles are first obtained by self-consistently
computing the electronic charge density of each molecule, both the
solute (COz) and the solvent (a series of IL’s). Our calculations
employ the Density-Functional-Theory (DFT) code Turbomole (34, 35),
the BP exchange-correlation functional (36, 37), and an all-electron
representation in the triple-zeta valence basis set with polarization
(TZVP) (38, 39). For each IL a separate o-profile is constructed for
the cation and the anion, and the solvent represented as a 50:50 molar
mixture of the two fragments (24).

+  The fugacity coefficient ¢ is computed by the standard formula:

P
In(g) = (kgT) " [(V — kT / P)dP
0

To evaluate the above integral we use the Soave-Redlich-Kwong (SRK)
(40, 41) equation of state (EOS) for CO». Figure 1 displays results for
the fugacity coefficient of CO, as a function of P for three different
temperatures of our interest, where we have used CO> SRK parameters.
As expected, ¢ monotonically decreases as a function of increasing P
and decreasing 7. At T around 7., the SRK EOS is known to become
less accurate for P greater than P, (40). Thus, our analysis was confined
to P not much higher than P.= 73.7 bar (for CO).

* Finally, a proper computation of u,*(7) within the COSMO-RS
framework would involve a complete analysis of the differences between
partition function of a free molecule and a molecule in the condensed
phase, including rotational, translational, vibrational, and zero-point
contributions. Fortunately, in practice, a simple empirical free-energy
correction term appears sufficient for the subcritical region 7' < 0.7
T. (24). However, for the near-critical and supercritical region of
our interest, corrections to the COSMOtherm-computed p;,* became
necessary. From extensive numerical experiments, we found that the
following simple 2-parameter formula works well in the 20-100 °C
temperature range:

,uig*(T)zzuig*(Tc)"'a(T_Tc) (3)
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Figure 1. Fugacity coefficient (p) of CO: at three different temperatures
computed using the SRK equation of state.

Results

In our previous work (32) we tested the above formalism on a limited dataset
and recommended values of u;g*(7¢) = -4.43 kcal/mol and o = -0.02 kcal/mol/K.
The emphasis in that work was placed on establishing the validity of the above
computational scheme and looking for consistency in solubility trends rather than
the optimization of the accuracy of the predicted solubility. When a larger dataset
of CO3 solubility measurements is included, the computed solubility using the
above parameter values displays a significant deviation from the 45° line (see
Figure 2 (left)), although there is still a strong linear correlation. In other words, the
original parameter values of u;.*(7¢) and o introduces a bias, as recently pointed
out by ref. (42). As a remedy, these authors introduce an additional pressure-
dependent parameter.

In this work we show that it is unnecessary to introduce any additional
parameters, either involving pressure-dependence or non-linear dependence on
temperature. Rather, a simple optimization of the parameter values to u;;*(7c)
= -4.10 kcal/mol and a = -0.019 kcal/mol/K solves the problem, as shown in
Figure 2 (right). Note that the experimental data points correspond to several
temperatures varying between 20 °C and 100 °C, and the accuracy of the results
do not deteriorate at elevated temperatures. The mean deviation in predicted
fugacity as compared to the experimental values (for a given solubility level of
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CO») is ~ 5.5 bar. Above pressures of 15 bar the average accuracy of prediction is
within 20%. At low pressures (a few bars or less) the predicted solubility displays
Henry’s behavior. However, from a few limited calculations we found that the
predicted Henry’s constant could show significant deviation from experimental
values, up to 50% or larger.

100 — 100

. 20C
25c
. 40C
50C
. 60C p
601 4 100C =

23
S
I3
S

60

. o

- © -
40 s 40

Experimental Fugacity (bar)
£
Experimental Fugacity (bar)

0 20 40 60 80 100 0 20 40 60 80 100
Computed Fugacity (bar) Computed Fugacity (bar)

Figure 2. Computed CO: fugacity vs. experimental fugacity for different CO>-IL
solutions with varying levels of dissolved CO: at different temperatures (color
coded). The experimental CO; pressure data obtained from references (8—15)
were converted to experimental fugacity using the SRK equation of state (see

Figure 1). The computed fugacity was obtained using the two-parameter model

Jor uig™(T) (see eqs. (2) and (3) of text): (left graph) using previous parameters
from ref. (32), (right graph) using presently optimized parameters with values

wig™*(Te) = -4.10 kcal/mol and a. = -0.019 kcal/mol/K. The data points represent
many different ILs including the imidazolium cations of Table 1, and most of

the anions of Table 2.

Using the new optimized parameters we screened for the IL solvents with the
best solubility of CO; in the range of pressures 30-50 bar and at 7= 40 °C. Figure
3 displays the computed results at P = 50 bar as a function of twelve different
cations for a fixed anion [Tf;N], one of the most commonly studied anions with
a high mole-fraction solubility for CO». Figure 3 plots the CO> solubility both in
mole-fraction (x) and in a more practical molality scale, defined by the number of
moles of CO; dissolved per kg of the solvent:

X

where M,, is the molecular weight of a solvent ion-pair in kg/mol. The molality
scale emphasizes the amount (i.e. mass) of solvent required to dissolve a given
amount of CO».
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Figure 3. Computed CO; solubility in various ILs as a function of cations for
a fixed anion [T>N] at T = 40 °C and P = 50 bar. The solubility is computed
in two different scales: molality scale (mol CO>/ kg solvent) and mole-fraction.
Fully functionalized ammonium, phosphonium, and guanidinium cations appear
to possess higher CO; solubility as compared to imidazolium, the most commonly
studied class of cations in the experimental literature. In this group, the IL
[ppg][Tf>N] possesses the highest molal solubility, while the IL [ttp][Tf>N]
possesses the highest mole-fraction solubility of CO>. The IL acronyms are
explained Tables 1 and 2.

The results in Figure 3 are arranged from left to right in the increasing order of
the molality values. The most notable results can be summarized as: (1) the mole-
fraction solubility increases as a function of the size of the functional group on
the cations, as evident from the orderings: [emim] < [bmim] < [hmim] < [omim];
[tbp] <[ttp]; [tma] <[tea] <[tba]; and [hmg] < [ppg]; (2) for the ions chosen in this
group, the molal solubility follows the same order as the mole-fraction solubility in
spite of the increasing molecular weight of the larger functional groups. The only
exception is [ttp] < [tbp], and is clearly a result of [ttp] possessing a much higher
molecular weight than [tbp] (see Table 1). The case of [ttp] having lower molal
solubility of CO; than [tbp] implies that the molal solubility within a cationic class
attains a maximum value for ions of masses somewhere in the range 200-400 g/mol
depending on the class; (3) by comparing different classes with similar functional
groups we can draw the conclusion that the molal solubility increases in the order
imidazolium < phosphonium ~ ammonium < guanidinium.
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Acron- Molecular
Chemical Name Weight Class
" (g/mol)
[emim] 1-ethyl-3-methyl-imidazolium 111.2 imidazolium
[bmim] 1-butyl-3-methyl-imidazolium 139.2 imidazolium
[hmim] 1-hexyl-3-methyl-imidazolium 167.3 imidazolium
[omim] 1-octyl-3-methyl-imidazolium 195.3 imidazolium
[tma] tetra-methyl-ammonium 74.1 ammonium
[tea] tetra-ethyl-ammonium 130.3 ammonium
[tba] tetra-n-butyl-ammonium 242.5 ammonium
[tbp] tetra-butyl-phosphonium 259.4 phosphonium
[ttp] trihexyl-tetradecyl-phosphonium 483.9 phosphonium
[tmg] tetra-methyl-guanidinium 116.2 guanidinium
[hmg] hexa-methyl-guanidinium 144.2 guanidinium
[ppel o, n, o, 0, Zggﬂgﬂféhmyl'n'pmpyl' 172.3 guanidinium

Table 2. Chemical names, Molecular Weight, and Class Categories of the
Anions in Figure 4

Molecular
Acronym Chemical Name Weight
(g/mol)
[BF4] tetrafluoroborate 86.8
[PF¢] hexaflurophosphate 145.0
[THHN] bis(trifluoromethylsulfonyl)imide 280.1
[NO3] nitrate 62.0
[TfO] trifluoromethanesulfonate 149.1
[FEP] tris(pentafluoroethyl)trifluorophosphate 445.0

To test the last point, and to see which cation-anion combination (within
our limited set) could lead to an IL with the maximum molal solubility of CO»,
we computed the CO; solubility in six different anions ([BF4], [PFs], [TfaN],
[NOs], [TfO], and [FEP]) and three different cations (Jomim], [tba], and [ppg]).
The three cations chosen are the most efficient (within our data set) solvent
representatives of the three classes imidazolium, ammonium, and guanidinium
respectively (the results for phosphonium are very similar to ammonium and are
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not reported separately). Figure 4 displays the results at 7= 40 °C and P = 30
bar. The most notable results are: (1) for the imidazolium class [FEP] leads to
the highest mole-fraction solubility, in agreement with a previous publication
(43) while TEoN is a close second. However, within the ammonium and the
guanidinium classes, [FEP] is not as efficient. [TfoN] appears to possess the
highest or near-highest mole-fraction across all cationic classes, which perhaps
justifies the reason for it being one of the most studied IL anions; (2) for both
ammonium and guanidinium classes the molal solubility increases in the order
[FEP] < [TfaN] < [PF¢] < [TfO] < [BF4] < [NO3]. This order nearly holds for the
Imidazolium class as well, with the molal solubility of the middle four groups
being close to each other. In particular, note that [FEP] is the least efficient and
[NOs] the most efficient for all cations in terms of molal solubility; (3) overall,
the efficiency order in terms of molal solubility appears to be imidazolium <
ammonium < guanidinium, as also seen in Figure 3. In particular, [PPG][NO3]
possess the highest molal solubility of CO,, roughly 2.6 times (i.e. 160 % higher)
as compared to [omim][NOs], the highest value for the most commonly studied
imidazolium class. Interestingly, for the imidazolium class the [NOs] group does
not stand out in its mole-fraction solubility of CO,. That could be the reason why
much attention was not paid to it in our previous study (32), and [PPG][BF4]
was assigned the most efficient solvent within the data set. One should note
that the molal solubility in [omim][NOs3] is high within the imidazolium class
simply because of the small size of the [NO3] anion. However, for the ammonium
and guanidinium groups even the mole-fraction solubility is the highest or
near-highest in presence of the [NOj3] anion. This, in combination with the small
size of [NO3] makes the molal solubility of CO» in [NO3] much higher than other
anions. This is especially true for [PPG], where the mass of the cation is also
smaller compared to [omim] or [TBA].
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50 T=40°C DOMole Fraction %
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Figure 4. Computed CO; solubility in various ILs as a function of six different
anions and three different cations belonging to the imidazolium ([omim]),
ammonium ([tba]), and guanidinium ([ppg]) classes; T = 40 °C and P = 30 bar.
The solubility is computed in two different scales: molality scale (mol CO»/
kg solvent) and mole-fraction.
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Conclusions

In summary, we show that the two-parameter model previously introduced
(32) is adequate for accurate prediction of CO» solubility in diverse ionic liquids
over a range of temperatures and pressures. The previous parameters were not
properly optimized and led to a bias that has been corrected in the present work.
With these new parameters, the average accuracy of prediction is within 20% in
pressures > 15 bar. The Henry’s constant prediction (low pressures) is more in
error, with an average error of ~ 50%, which is still in line with factors of 2-3
inaccuracy inherent in COSMO-RS when tested against the aqueous solubility of
drug molecules (25). With these new parameters we show that the [NO3] anion
is particularly efficient in dissolving CO», and in combination with ammonium or
guanidinium cations should lead to much higher molal solubility as compared to
the highest experimentally observed value within the imidazolium class. Although
the method presented here is simple, one needs to exert caution in applying to a
new IL system because of inherent inaccuracies of COSMO-RS in dealing with
certain functional groups (24).

Finally, we should point out that the method and analysis shown here is only
one part of the puzzle that needs to be solved in order to make ILs a commercial
success in carbon capture. There are several other considerations that need to be
kept in mind, including: (1) the thermophysical properties of the IL, e.g., melting
point, viscosity, and specific heat; (2) selectivity of CO, against other gases
(e.g., N2, Oz, S-containing pollutants, etc.); and (3) cost of IL synthesis. Also,
physical dissolution is probably practical only when the CO, concentration in
the feed stream is high. For post-combustion capture one may need task-specific
ILs functionalized with amines (44-46), so that a dilute amount of CO; can be
captured through chemisorption.
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Chapter 3

Density Functional Simulations as a Tool
To Probe Molecular Interactions in
Wet Supercritical CO,
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Recent advances in mixed Gaussian and plane wave algorithms
have made possible the effective use of density functional theory
(DFT) in ab initio molecular dynamics (AIMD) simulations
for large and chemically complex models of condensed phase
materials. In this chapter, we are reviewing recent progress
on the modeling and characterization of co-sequestration
processes and reactivity in wet supercritical CO; (sc-CO»).
We examine the molecular transformations of mineral and
metal components of a sequestration system in contact with
water-bearing scCO; media and aim to establish a reliable
correspondence between experimental observations and theory
models with predictive ability and transferability of results in
large-scale geomechanical simulators.

Introduction

Carbon Capture and Sequestration (CCS) technologies have gained
considerable momentum in a globally organized effort to limit and mitigate
anthropogenic emissions and concomitant climate change (/). Co-sequestration
of carbon dioxide with its common minor contaminants (SOyx, NOy, Hg, etc.) in
subsurface formations, offers the potential to make carbon management more
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economically acceptable to industry relative to sequestration of pure CO,. This
may be achieved through significant savings in plant (and retrofit) capital costs,
operating costs, and energy savings also by eliminating the need for one or more
individual pollutant capture systems (such as SO, scrubbers) (2). The latter point
is important because co-sequestration may result in a net positive impact to the
environment through avoided loss of power generation capacity from parasitic
loads and reduced fuel needs.

Understanding the physical processes involving a sequestration system is
extremely important in advancing technologies for CO; capture and permanent
storage and connect with other mitigation strategies, such as facile in situ stripping
of CO; contaminants (3), catalytic conversion of CO», its use as a green solvent,
or use of ionic liquids for its capture. Every step of all these strategies involves
interactions of CO; in condensed form (supercritical state scCO,) with metal
surfaces, cements, mineral surfaces and geologic formations. Liquid/supercritical
CO; even if it is initially dry, it quickly absorbs water to become water-bearing
supercritical fluid, (WBSF) (4, 5). It often contains other S- or N-containing
contaminants (SOx, NOx) that require prior removal, usually associated with
significant costs. Therefore, co-sequestration offers the potential of substantial
savings coupled to carbon management.

However, unlike the well-defined concepts of reactivity in aqueous
environments, the same cannot be said for reactivity in scCO,. As we will see,
carbonation reactions in otherwise neutral scCO, environments depend on the
water content and do not necessarily proceed through formation of carbonic acid
and its ions:

CO, +H,0 = H,CO, = HCO; +H' = CO; +H"

which is the mechanism commonly written to describe the CO» dissolution in
water.

Use of theoretical models can help us bridge the gap between molecular level
and macroscopic observations and enhance the predictive ability of our large-scale
simulation models for geomechanical and geochemical changes.

Saharay and Balasubramanian first used Carr-Parrinello molecular dynamics
simulations to study the structure and dynamics of scCO; (6, 7). They showed
that the CO2 molecules fluctuate about a distorted T-shaped orientation. This
interaction can be identified as a shoulder at ~3.4 A in the pair distribution function
of all O-C pair interactions. Recently, we used DFT-based dynamics to understand
isotopic effects in the spectral signatures of scCO> (8) and how the low solubility
of water in scCO, manifests itself in the intermolecular interactions in water-
bearing supercritical CO; (9). The latter study showed that low water contents
in scCO> do not interfere with the CO,-CO; interactions, and that the H,O-CO;
interactions are strongest when water is in monomeric form. Interestingly, the
relative distances between any neighboring CO; and H>O molecules are in fact
larger in the condensed system compared to the gas phase H,O-CO, dimer or
H20-(CO»); trimer. Under supercritical conditions and low degrees of hydration,
we saw no evidence of carbonic acid formation. Based on the mechanistic details
of scCO; interactions with metal (5) or mineral surfaces (/0) we have concluded
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that carbonation mechanisms in scCO; environments can be dramatically different
than those formulated for aqueous media. Our simulations imply that monomeric
water in the supercritical CO, medium may even play a catalytic role.

In the following section, we will provide a brief overview of our efforts
in modeling chemical processes in scCO; and the interaction of this fluid with
solid supports such as metals and oxides (//) which are relevant to technological
bottlenecks related to CO» sequestration. Particular emphasis will be placed upon
connecting these results to concurrent experimental results obtained within our
laboratory.

Theoretical Considerations and Models

The problems presented in this chapter have very stringent requirements for
theoretical simulations. The systems of interest are not only chemically complex
but they also undergo chemical reactions. As a result, the proper atomistic models
involve a large number of atoms (ca in the hundreds of atoms) that must be
described by electronic structure methods of reasonable chemical accuracy in
order to predict reaction energies. In addition, many of these chemical reactions
are not known a priori, and this requires that we have available tools to help
us determine these reaction paths. The final, most stringent requirement is that
the medium for these reactions is liquid/supercritical CO,, which partakes in
the reactions being described. The answer to the latter constraint relies on a
statistical mechanical approach to chemical reactivity, and as such, requires
adaptable sampling techniques able to describe reactivity on a free energy surface.
Given these constraints we have embarked upon employing ab initio molecular
dynamics approaches with the inherent capability to couple both electronic
structure theory and statistical mechanics.

In this section, we will briefly review the successful implementation of ab
initio molecular dynamics and the framework of the Gausian basis-planewave-
pseudopotential density functional theory (/2) in the CP2K code (/3), the
program of our choice for the molecular dynamics simulations. Taking advantage
of parallel computer architectures and advanced algorithms, the resulting codes
encompass a range of advanced techniques from the molecular dynamics domain,
such as constant temperature or constant pressure simulations, and electronic
structure capabilities. These novel techniques allow us to circumvent the problem
of the determination the interatomic interactions potential terms normally required
for any type of molecular dynamics approaches based on a classical force field.
Although classical MD techniques are indispensable, their dependence on a fixed
potential, which often is system-specific, and their difficulty to describe basic
chemical transformations, such as bond-breaking or bond formation, is one of the
biggest drawbacks (74, 15).

More recent algorithms have given rise to mixed Gaussian-plane wave
implementations (GPW) (/5—19) that can treat gas and condensed phase molecular
simulations on equal footing. The computational cost is usually linear and allows
for efficient treatment of systems with hundreds or even thousands of electrons
and a large number of the accompanying Gaussian basis functions.
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Density functional methods (DFT) can describe the electronic state of matter
in terms of a 3D formulation of the system’s electronic density, circumventing the
more costly wavefuction theories (WFT) (20). These approaches are based on a
functional form of the many-electron spin density, p:

Elp]=V, o]+ Tlpl+V.[P]

where T[p] is the kinetic energy, V,.[p]the electron-nuclear attraction and Ve.[p]
is the electron-electron interaction containing the Coulomb interaction. The
computation of this term and the non-linear process of orthogonalization of the
wavefunction are responsible for the major computational costs especially for
larger systems.

Modern implementations and novel functional forms have made possible
the treatment of open shell systems and electron correlation, two of the main
challenges of the density functional methods. These, along with the favorable
cost, have made DFT competitive with WFT, even for demanding systems such
as metals. A more informed overview of the advances in density functional
theory can be found in the literature, see for example references (20, 21). The
accuracy/success of DFT methods relies on the judicious choice of the functional
form, and, in this respect, they are of semi-empirical nature. However, they have
been heavily tested and benchmarked against very accurate WFT and nowadays
they are routinely used for reliable predictions in the fields of chemistry, materials
or biochemistry.

A hybrid Gaussian and plane-wave method formulated by Lippert et al.
(22) circumvents this computational bottleneck associated with the use of basis
functions, while maintaining the accuracy of the method. This method has been
implemented in QUICKSTEP (/8) as a part of the freely available CP2K code (/3)
to perform atomistic and molecular simulations. The method uses Gaussian-type
basis sets to describe the wave function just like any other electronic structure
code, but introduces a grid-defined auxiliary plane-wave basis to describe the
density. This discretized, plane-wave expression of the density referred to
as Gaussian-Plane Wave (GPW) method, can take advantage of Fast Fourier
Transform (FFT) methods, a well-established tool in GPW implementation,
to obtain the Coulomb energy in a fashion that scales linearly with size (23)
and benefits from similar numerous applications of plane-wave codes (/2).
One advantage of Gaussian-type basis sets is that they can be systematically
improved, while maintaining a compact form (24). Taking advantage of efficient
wavefunction solvers, the current implementation allows for linear scaling which
improves with the system size. Normally, this implementation also calls for
the use of psedopotentials for the description of the nuclei. Usually, the highly
accurate Goedecker-Teter-Hutter pseudopotentials are used (25, 26), but an
extension of the code, Gaussian and augmented-plane-wave (GAPW) method,
can also work with all-electron basis sets (16, 22).

Finally, we should point out that periodic boundary conditions (PBC)
naturally integrate with FFT methods, making them suitable for the representation
of condensed systems (liquids, solids) (27).
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A detailed account of the method, implementation and program structure,
discussion on the basis set and psedopotential construction and accuracy can be
found in the relevant publications by the developers (/7-19). In the following
sections we will discuss how these algorithms helped us in the study of a variety of
problem relevant to co-sequestration. We should point out that a number of other
codes are also available for the study of extended systems from first principles.
CASTEP (28), CPMD (29), QUANTUM ESPRESSO (30) and VASP (31) are only
some of the most commonly used plane-wave codes, with quadratic scaling with
respect to system size. More information about these codes can be found at their
respective websites listed above. Our choice of software was influenced by the
ease of use, availability, portability and ability to handle metallic and non-metallic
systems equally efficiently. Based on the criteria listed above, CP2K was found to
be the best choice.

For the problems presented below, we use density functional methods based
on the generalized gradient approximation (GGA). Core electrons are represented
by pseudo-potentials and valence electrons by well-conditioned basis sets within
the periodic boundary conditions (PBC) to suitably describe extended, condensed
systems. Since our models include explicit treatment of electrons, we can
study reactivity and processes involving bond dissociation/formation. Ab initio
molecular dynamics (AIMD) simulations allow us to observe the evolution of
our systems with time, while they naturally include the temperature effects and
anharmonic contributions. Since only rarely can we directly determine measurable
quantities by molecular simulations, we normally obtain the relevant information
through post-processing analysis using various types of auto-correlations of
the positions and velocities of the atoms as a function of time (32). Dispersion
interactions are not naturally part of the GGA approximation, and often, the
commonly used functionals cannot describe the long-range interactions properly.
In these cases, these interactions can be estimated through the implementation of
an empirical correction as suggested by Grimme (33—35). In the studies reported
here, we used the Grimme correction to account for dispersion interactions in our
systems.

In the following sections, we will present a short account of some of the
problems we studied using the techniques we outlined in the previous sections:

(i) Effect of isotopic substitution on the Raman spectrum of scCO,.

(i) Intermolecular structure of wet scCO,/(H20)n, n=0-4 and the possibility
of carbonic acid (H2CO3) formation in neutral scCO, systems.

(iii) Mechanistic steps of steel corrosion in wet-scCO3, the role of monomeric
(molecular) H>O in the propagation of carbonation reactions.

(iv) Mechanism of sulfation reaction and in sifu removal of SO from CO;
streams using carbonate reservoirs.

(v) Calcium ion solvation in wet scCO,.

All studies reported here were done with CP2K (/3), while NWCHEM (36)
was used for some benchmark calculations on certain small models.
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Results and Discussion
Isotopic Effects in the Ferm Dyad of scCO;

The vibrational signature of CO» in gas, liquid or supercritical states, includes
a characteristic doublet the Fermi dyad (FD) arising from a resonance of the
fundamental symmetric stretch and the first overtone of the bending mode (37,
38). The dyad is observed approximately at 1285 (v-, lower) and 1388 (v+, upper)
cmr! with relative intensity ratio I+/I- >1. The peak assignment may vary with
the isotopic substitution of C and/or O (39—42) or the density (41, 43). For liquid
or supercritical CO», it was concluded that vi> 2v,, for densities > 1g/ml (43).
However, none of these earlier studies discusses how isotopic substitution or
density may affect the mixing of the fundamental modes.

Our interest in this phenomenon originates in the kinetics studies of
carbonation reactions of minerals relevant to co-sequestration under supercritical
environments. To our knowledge, the spectra reported in Figure 1 are the first
Raman spectra of scC180;, and, at first glance, they show almost a complete
inversion between the two isotopic variants in the Fermi dyad region (8). The
peak frequencies and intensities are consistent with the literature, Av=104 cm-!
(160) and 116 cm-! (180). The intensity ratios are I+/I- =0.56 and 2.2 respectively.

1232

1200 1300 1400
Raman shift (cm)

Figure 1. Raman spectrum of scCO: (with 160 and 150) in the Fermi region at
T=313K and P~8.7MPa. (see color insert)

In order to understand the isotopic effect on the FD, we performed from
ab initio molecular dynamics simulations on scCO; (different simulations
with 160and 180) at T~315 K and d~0.5 g/ml, conditions very similar to the
experimental ones. From those, we obtained the power spectrum of the vibrational
frequencies of the two variants of scCO,, through the Fourier transform of the
autocorrelation of the velocities of the molecules. The FD region of the spectra
is shown in Figure 2. In addition, we were able to project out the two normal
modes, v; and v, overtone, and observe how the individual modes contribute to
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the FD peaks. These contributions to the modes are shown with the green (vi)
and orange lines (v1) under the total peak. Details on the simulation and analysis
can be found in the paper by Windisch et al. (&). It is worth noting that the theory
underestimates the peak positions by ~ 50 cm-!, however, the relative positions of
the peaks within the FD are only ~10 cm-! smaller than the experimental values.
The relative intensities I+/I- are 0.5 and 2.5 respectively, in excellent agreement
with our experimental measurements.

Given the importance of Raman spectroscopy as a diagnostic tool in reactivity
studies, we are very confident that this type of theoretical approach can help us
interpret complicated spectra. Our results indicate that the relative shifts in spectra
due to isotopic substitution are beyond interpretation based on simple criteria such
as density.

0.03 s 0.03 - 1335
scC!80, (total) scC!60, (total)
1286 3
0.02 - 0.02 | 1236 |
(7, " { ‘t
8 j it
> { |
=y it

001} oorE i f :

0 " 4 S L ;0 n " )
1000 1100 1200 1300 1400 1500 1000 1100 1200 1300 1400 1500

Raman shift (cm)

Figure 2. MD simulated vibrational spectra of the Fermi dyad for scCO,
with 160 and 180. The spectra show the contributions of the two vibrational
components v; and 2 v, and the relevant shifis due to the isotopic substitution.
Simulations were performed at T~315 K and d~0.5 g/ml. (see color insert)

Intermolecular Structure of scCO2/(H20)n, n=0-4

In the introduction, we discussed how originally dry scCO> could easily
adsorb water to become WBSF. In spite of the well-known fact that water has
very low solubility in supercritical CO», it comes somewhat as a surprise that
reactivity in these environments was not given more attention yet. Our group is
engaged in wide range of experimental studies, employing different spectroscopic
(Raman, IR) or surface science techniques (XRD), in our effort to understand
molecular transformations as a result of carbon sequestration efforts. Atomistic
simulations can also be used as another characterization technique to shed light in
these molecular changes. From these studies, it was obvious that a more detailed
understanding of the WBSF, here modeled as scCO, with a finite number of
waters, was imperative. In this section, we will briefly summarize what is known
about the scCO; phase and its structure, and the effect of finite amounts of water.
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Neutron diffraction experiments and early theoretical studies on scCO; (6,
44—46) report on a quasi T-shape orientation of nearest CO; neighbors (15t shell
structure), Figure 3(a), at approximately 3.4 A.

4 6.0 7.0

.0 R (A)S.O

Figure 3. (a) Snapshot from AIMD simulation of scCO2/(H>0),, n=1. (b)
Pair distribution function of C-O intra-molecular interactions showing the
characteristic shoulder at 3.4 A due to the distorted T-shaped orientation of
the CO2 molecules. (see color insert)

The intermolecular interactions between 1st shell carbon-oxygen neighbors
appear as a shoulder in the pair distribution function, Figure 3(b). Such a feature
was observed in all of our simulations, so it would be reasonable to conclude that
the water does not perturb this structural characteristic of the scCO, matrix.

Theoretical estimates of the barrier of formation of carbonic acid from CO;
and H»O range from ~48 kcal/mol (gas-phase estimate, CO,+H>0), to about 25
kcal/mol (gas-phase CO,+3H>0) to about 22 kcal/mol from continuum solvent
models (47). In all cases, close proximity of the two molecules is required, with
C-Oy within ~2.8 A, or closer. Such an association would require any water
molecules to penetrate this 1st CO; shell, in order to start forming the H,O-CO;
pre-complex and finally H,COs.

Figure 4(a) shows the pair distribution functions between O-C (average
distances between any C and any water oxygen) and the corresponding pair
distribution for al H-Oc interaction, Figure 4(b). The gowc pair distribution shows
a double peak at the lowest hydration level (n=1) at~3.0 and 4.0 A. As the number
of waters increases, the first peak (closest interaction) goes away. Similarly, the
closest H/O. interactions show as a shoulder of the main peak, which becomes less
pronounced as the number of waters increases. For higher degrees of hydration,
the waters start forming clusters making it even more difficult to approach COx.

Finally, we should point out that compared to the gas-phase parameters in
the H2O(COy) trimer, the corresponding distances in the condensed phase are
significantly larger, ~3 and ~4 A vs 2.5 and 3.7 A for the Oy-C distances, and
~3 and 4 A vs 2.7 and 3.6 A for the H-O, distances. Interestingly, the closest H-O,
interaction happens between the water whose oxygen center is more likely to be
the farthest from the C center of the COs,.
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This last observation further confirms our conclusion that direct formation of
H>COs3 in scCO; under low hydration is unlikely.

3.7A %
~4.0 A
~3.0A

3 !
< i
= |

0 L 1 1 i 1 0 L 1 L |

2 3 4 5 6 7 2 3 4 5 6 7

R (A) R (A)

Figure 4. (a) Pair distibution function between Ow and C in scCO2/(H20),,
n=1-4 systems. (b) Pair distribution function between water H and O,. Insert
compares the gas phase parameters in the H;O(CO:); trimer. (see color insert)

Steel Corrosion in Wet scCO;

Exposure of tool steels, similar to those used for pipelines and casings, to
water-saturated liquid CO» showed very fast corrosion (24-48 h) (5). The main
product identified was siderite, FeCOs, covering the steel surface in contact with
the CO; phase. Atomistic simulations of CO, adsorption on Fe(100) surface (48)
show spontaneous activation and strong binding of CO; (~17 kcal/mol) as COy-.
The adsorbed CO; can easily dissociate to O+CO adsorbed on the surface, with a
low barrier of about 6 kcal/mol. In the gas phase, the barrier to HCOj3 formation by
its components CO» and water involves a high barrier associated with initial charge
transfer from O, to C, about 48 kcal/mol (47). Since in our case the adsorbed CO»
has a strong radical character, it is reasonable to assume that the carbonic acid
formation from the co-adsorbed species might be more favorable. The energy
requirements for this transformation computed via a Nudged elastic Band (NEB)
(49, 50) are shown in Figure 5.

We see that co-adsorption significantly reduces the barrier to ~35 kcal/mol,
however, this still remains a fairly expensive molecular transformation.
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Figure 5. NEB profile for the estimation of the barrier to HCOj3 formation on
Fe(100) surface from co-adsorbed CO: and H>O. (see color insert)

Another set of calculations however uncovered an alternative route. Short
trajectories from molecular dynamics simulations reveal that once the CO;
adsorbs it easily dissociates to O+CO. Adsorbed oxygen atoms increase the
adsorption energy of water, which eventually dissociates to form adsorbed
hydroxyl groups. CO» insertion on the adsorbed OH proceeds with a barrier of ~
8 kcal/mol, compared to CO» addition on adsorbed oxygen atoms ( with a barrier
~ 15 kcal/mol):

Oads + H 2 Oads - 2 OH ads

CO,+0H ,, —*«4 0,COH,,,, - CO, +H,0,,

The above reactive scheme is shown in Figure 6.

This mechanism implies catalytic activity of monomeric water as was
indicated by the simulations of scCO; under low hydration. It also explains the
propagation of corrosion within the CO; phase only, in excellent agreement with
the experimental characterization.
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Figure 6. NEB for the CO; insertion onto adsorbed OH on Fe(100). (see color
insert)

Co-Sequestration Studies with Carbonate Minerals

High-pressure testing with carbonate minerals under co-sequestration
conditions showed formation of sulfites (hannebachite) for Ca-containing minerals
(calcite, dolomite), contrary to magnesite where no sulphites were detected (/0).
Experiments were done under excess water or simply water-saturated scCO; and
in both cases calcium sulfite minerals were the only products.

We used AIMD to understand the initial reactive steps that strip the SO;
from the scCO; phase, by means of periodic boundary conditions on calcite
[1014] and dolomite [1014] and [1010]. Details on the computations can be
found in reference by Glezakou et al. (/0). Molecular dynamics simulations of
carbonate minerals slabs with a water layer showed shorter Mg-O,, distances
compared to Ca-Oy. The binding energies of water over Mg sites are about 30%
bigger than the corresponding Ca-water ones. Water-assisted sulfite formation on
perfect dolomite surfaces results in stable product (CaSOs;-1/2H>0), but proceeds
with a steep barrier, ~2.5 eV. CO; vacancies however on the surface completely
change the picture, Figure 7(a). At defects, water spontaneously dissociates to
form surface hydroxyls, readily reacting with SO, to form CaSOj3 lowering the
barrier to about 0.5 eV. The local CaSO3H...OwH structure is very similar to
crystallographic data for hannebachite. Estimated reaction rates computed using
the estimated barrier and a simple Arrhenius formula are on the order 10-104 sec-1.

Our studies of carbonate mineral reactivity under co-sequestration conditions
suggest the potential of carbonate reservoirs for in situ SO, removal from CO;
streams, see schematic Figure 7(b). Combustion gases from burning coal,
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natural gas and biomass contain SO, anywhere from 100 to 6000 ppm (wt.).
Plant retrofitting imposed by regulatory restrictions is a major cost and could
be mitigated by in situ scrubbing of pipeline grade CO; at nearby carbonate
reservoirs. The clean CO, steams could subsequently be permanently sequestered
on site or extracted for further use.

scCO,  scC0,/SO,
()

AE (eV)

Collector Lateral
v

R(S-0,) (A)

Figure 7. (a) Reaction profile for CaSO3H formation at a CO; defect of a
cabonate mineral. (b) Schematic representation for in situ removal of SO; using
carbonate reservoirs. (see color insert)

Ca?* Interactions in Wet scCO; Informed by Density Functional Theory

CO; sequestration in subsurface geologic formation rich in phyllosilicates
is of particular interest due to their low permeability (57, 52). These minerals
intercalate ions, molecules and water, expanding their interlayer space and
possibly lowering their permeability, at least at their high-volume state. Their
capability to expand, however, is much less studied at low-hydration states.
Recent experimental in situ studies with Ca-montmorillonites (53, 54) show that
there is a complex correlation between the water content and expansion upon
exposure to scCO,. More specifically, Ca-montomorillonite with one layer of
hydration (~1W) will undergo d001 expansion of about 0.8 A when exposed to
dry scCO; at T~328 K and P=90-180 bar. For hydration levels 2W and higher,
exposure to scCO; produces no expansion, implying that CO; probably will not
migrate in the interlayer.

There have been a small number of theoretical studies, using mainly force
fields, reporting on the interactions of clays with water or CO; (55-58). Cygan
et al. (57) have constructed a flexible force field which was used to study the
H>0-CO; interaction, vibrational spectra and water interactions with a pyrophyllite
surface (58), concluding that water will cluster on the surface due to the stronger
water-water compared to the water-surface interactions.

Density functional theory and DFT-based dynamics give us the flexibility to
also study reactive events involving the interacting components. We used two

42
In Applications of Molecular Modeling to Challenges in Clean Energy; Fitzgerald, G., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2013.



Downloaded by UNIV OF ROCHESTER on June 4, 2013 | http://pubs.acs.org
Publication Date (Web): June 3, 2013 | doi: 10.1021/bk-2013-1133.ch003

types of models with periodic boundary conditions with the PBE functional (59)
including Grimme’s dispersion corrections (34, 35). One simulation consists of
hydrated Ca2* in scCO», and the other consists of Ca-montorrillonite (001) surface
with intercalated Ca2* ions/water or Ca2*/water/scCO,. The temperature and
pressure of the simulations was adjusted to be within the experimental conditions
described by Schaef et al. (54), T~ 328 K and P~90 bar.

Figures 8(a) and (d) show snapshots from the Ca2*(H,O)e/scCO, and
CaZ"(H20)12/scCO,, corresponding to ~1 W and ~2W degrees of hydration. Panels
(b) and (e) show the pair distribution functions of the CaZz*/O,, water interactions
(blue line) and an average coordination number (grey dotted line). For ~1W state,
a narrow distribution corresponding to the 1st hydration shell of the Ca?* ion
with a maximum at ~2.3 signifies the strong ion/water interacions. At the higher
hydration state (~2W) we see a multiple shell structure developing, with the 2nd
shell including about five waters with the remaining water being a spectator in a
more distant shell. Panels (¢) and (f) show the corresponding pair distributions
for the Ca?*/C interactions, at longer distances from the ion center. Regardless of
the hydration level, these register at distances > 5 A.

At the lower hydration state, the first CO; coordination shell includes only
~3 CO; molecules lying outside the first H>O shell. In this case, on average and
within 6 A, the Ca2* cations are surrounded by two distinct shells of 6 H,O and ~3
CO; molecules separated by about 2 A.

At the higher hydration state, the Ca2*/C interactions also start at ~5A, and
they include about 2 CO, molecules. In this case, there is a clear overlap between
H>0 and CO; solvation shells with about 40% more solvent molecules within the
6 A radius from the Ca center.

Figure 9 shows snapshots from AIMD simulations with periodic slab models
of Ca-montmorillonite.

The unit cell includes only 2 Ca ions and 11 H»O representing the ~1W state,
Figure 9(a). Neat scCO; was added to the previous model and the last snapshot
from this simulations is shown in Figure 9(b). Analysis of the positions trajectory
showed that on average, the interlayer spacing increased from 10.6 A to 11.4 A
after the scCO; intercalation. STX measurements of scCO, uptake by the 1W Ca-
montmorillonite at T~330 K and P~90 bar registered an interlayer expansion from
11.38 A to ~11.9 A (54). At the same time, the clay layer also expanded slightly,
by about 0.4 A. The pair distribution functions for the Ca2*/Oy, interactions shows
a sharp peak at about 2.5 A, shifting slightly to smaller distances as scCO; is
introduced.

This is consistent with the picture emerging from the simulations of
CaZf(H20)s/scCO7: at the ~1W hydration state, the minimally solvated CaZ*
ions will segregate from CO», contributing to the expansion of the interlayer
space. Despite the strong Ca2*/CO; interactions (Ca2*/CO; binding energy -38.0
kcal/mol compared to -57.0 kcal/mol for Ca2+/H,0) it is not likely for CO; to
replace some of the 1st shell water, once the Ca2* ions are already solvated by
water. In fact, experimentally in the case of Ca-montorillonite, it is not possible
to reduce the water content below the 1W state. For higher hydration states,
spectator CO; can freely exchange with H,O in the outer shells, and at this point
no expansion is necessary, or observed.
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Figure 8. Snapshots of AIMD simulations of Ca?*(H20)s (a) and Ca?*(H:0) 12
(b) in scCO3. Pair distribution functions of Ca?*/O,, interactions (b) and (e), and
Ca?*/C (c) and (f) respectively. (see color insert)
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Figure 9. (a) Periodic models of Ca-montmorillonite at ~1W. (b) Simulation with
intercalated scCO; causes interlayer expansion of ~0.8 A. The corresponding
pair distributions Ca?*/0,, functions are also shown in the inserts. (see color

insert)

Conclusions

In this chapter, we presented theoretical studies, taken in the context
of complementing novel experimental studies examining interactions of
sequestration components under supercritical conditions. The complexity of the
chemical systems and the extreme nature of the conditions under which these
materials exist and react necessitate relatively complex and large atomistic models
that are on the forefront of what can be addressed by electronic structure methods.
Nonetheless, we have taken steps in this direction by way of AIMD methods in
the context of linear scaling DFT calculations.
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Implementation of a combined Gaussian basis and planewave representation
for the description of the density, supplemented with balanced basis sets and
tailored ECPs, allows for efficient treatment of the two-electrons terms in DFT
theory. The result is a linear-scale algorithm that can take advantage of effective
screening techniques and sparse matrix methods, and in fact become more
efficient with increasing system size. Such an approach has been implemented in
QUICKSTERP, the density functional part of CP2K. Furthermore, the synchronous
development of localized basis sets with the effective core potentials afford a
compact representation of systems and problems ranging from gas to condensed
phase. The resulting code is fairly straightforwardly parallelized and portable to
a large number of computer architectures. One of the initial drawbacks of lack
of correlation in DFT has been remedied in the recent years by inclusion of the
Grimme corrections for dispersion and their availability for a variety of functional
forms.

Using these tools, we were able to show that reactivity in scCO; environments
can be dramatically different than what is believed to be in aqueous environments.
Small amount of waters in scCO; may very well be responsible for ‘catalytic’
activity, without direct solvation of CO, and prior formation of carbonic acid and
its companion carbonate anions. Recent experiments supported by theoretical
modeling, show potential of carbonate sub-surface reservoirs for chemical
scrubbing and SO,-removal and potential saving from plant retrofit costs.

Simulations involving interactions of clay minerals with scCO help us
understand the structural changes of the minerals, an effect that ultimately has
roots in the very nature of the supercritical fluid.

Detailed knowledge of elementary reaction steps, reaction energetics, barriers
and kinetic rates are expected to significantly enrich parameter datasets used for
CCS simulation models and help create more robust models for a variety of field
conditions.
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Chapter 4

Characterization of CO; Behavior on
Rutile TiO; (110) Surface
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The dynamic behavior of carbon dioxide (CO;) adsorbed on
the rutile TiO, (110) surface is studied by dispersion corrected
density functional theory (DFT) and combined ab initio
molecular dynamics (AIMD) simulation. Understanding the
behavior of CO» is important regarding possible applications
for treating CO; in current environmental problems along with
the consideration as a renewable energy source. Concerning the
ability as a reducible support of TiO; surface, a fundamental
understanding of the interaction between CO, and TiO»
surface will help extending the possible applications. In
the current study, CO; interaction and dynamic behavior on
the TiO; surface is characterized including the effect of the
oxygen vacancy (Ov) defect. Also the coverage dependence
of CO> behavior is investigated since more contribution of
the intermolecular interaction among CO> molecules can be
expected as the coverage increasing.

Introduction

The increasing energy demand requires the development of new energy
sources and it is expected to be environmentally sustainable at the same time (/).
Hydrocarbon fuel is currently a primary source of energy since it is provided by
nature with its ease of transportation and storage. Unfortunately, the amount of
this resource is limited and the combustion of these fuels carries the significant
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environmental pollution including carbon dioxide (CO>). Concerning a particular
impact of CO; to the global warming through the greenhouse effect, there is
an increasing interest in technological solution to alleviate CO, emission (2,
3). Some of such strategies concern the possibility of capture, storage and
sequestration. Additionally, a possibility of converting CO; into a valuable fuel
should be an important application among CO; treatments. For facilitating such
solutions, a fundamental understanding of CO> activation is required while this
activation should overcome the extremely strong chemical bonds accompanied by
the carbon atom. Considering a possible role of surface including oxide surface
as a (photo-) catalyst and a support of reducibility, only little is known about the
interaction of CO; with the surface (4).

Accomplishing such understanding of fundamental interaction requires
the ability of design and modeling at the level of atoms. This kind of detailed
knowledge can be provided by the theory and computation so that such molecular
modeling can be applied to challenges in clean energy problems (5). While the
collective observables are obtained commonly in the laboratory, the computational
modeling allows us to examine in more detailed manner at the atomic level.
In regards to the physical origin of CO; activation and related interactions,
the contributions by electronic and thermal environment are necessary to be
investigated. Contemporary quantum mechanical approach based on the density
functional theory (DFT) is able to address such points and combining molecular
dynamics technique can provide macroscopic ensemble nature which can be
compared directly to the observation in the laboratory (6, 7).

For the applications by taking advantage of oxide surfaces, a specific interest
can be focused on TiO; surface with the motivation initially arisen from the
capability of its photo reduction of CO, to hydrocarbons or methanol (3, &,
9). Besides, CO, has been utilized for characterizing different sites on TiO,
surface (/0) as well. To date, rutile TiO; (110) surface is the most studied single
crystal surface due to its stability (//), and the characterization of CO; on rutile
TiO2 (110) surface has been studied extensively so far (/0—16). Concerning the
adsorption site on the surface, CO; initially adsorbs weakly on oxygen vacancies
(Ov) and subsequently populates on five-coordinated Ti (Tisc) sites (/7). The CO;
molecule adsorbed on Oy can be reduced to CO by applying energy above ~1.8
V which can be observed, for example, in the scanning tunneling microscopy
(STM) experiment with the injected electrons from tip (/3, /4, 16). Alternatively,
it can also diffuse from Oy with barrier energy of 0.14 eV (/2). Furthermore, the
CO; on Tisc site is shown to be mobile with relatively low diffusion barriers (/2).

In this chapter, the basic understanding of CO, adsorption is addressed
quantitatively by means of DFT and combined AIMD simulation. Then a detailed
character of the coverage dependent binding configurations of CO> and their
dynamic behaviors are investigated. The organization of this chapter is as follows:
The theoretical method and the model system are explained in Method section
along with the verification for their suitability. In the Results and Discussion
section, the single CO> adsorption and diffusion on TiO, surface is addressed
firstly, and then the effect of Oy is discussed followed by the characterization of
COz according to the different coverages. In the Conclusions section, all results
are summarized and overall collective perspective is discussed.
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Methods
Model System

The TiO> surface is flexible to its electronic environment so that it becomes
acidic if there are excess electrons, and that happens commonly when studying
materials as a reducible support concerned in the energy related research (2, 17).
When modeling such system, cares should be taken to describe proper electronic
environment at the surface. The current model system is constructed in order
to avoid large dipole moment in the slab and provide reasonable work function
within the adopted theoretical method. Such requirement can be achieved by using
larger number of layers and six TiO» tri-layers are applied in the current study. In
addition, the bottom Ti layer is fixed to their bulk lattice positions while other
layers are allowed to relax. The validity is confirmed with consistent electrostatic
(Hartree) potential along the direction of surface normal. Alsoa 10 A thick vacuum
layer is applied above the surface to minimize electrostatic interaction between
periodic images in the same direction. For the surface area included in the model,
(3%4) rutile TiO2(110) slab model is considered as a surface of wide enough and
this model has been focused on with its stability. The large area of the model
surface makes it possible to avoid the intermolecular interaction between single
isolated CO;, molecule and its periodic image, while many CO» molecules in high
coverage can be described regardless of this factor by nature of periodic boundary
condition. For the modeling of various coverages, four different coverages are
considered by placing 4, 6, 8, 12 CO> molecules on the slab which represent 1/3,
1/2, 2/3, 1 monolayer (ML), respectively. Particularly when a possible oxygen
vacancy (Oy) defect is considered, one Oy is considered within the size of the
current model, in which the concentration of Oy corresponds to 0.083 ML, and
it is reasonable to be compared with the experimental observation (8, 19).

Computational Details

For the electronic structure calculation, density functional theory (DFT)
is adopted as implemented in the CP2K package (20-22) with gradient
corrected (PBE) functional for exchange and correlation (23). Norm-conserving
pseudopotentials are used to describe core electrons (24). The wave functions are
constructed for the calculation of electrostatic energy by expanding a double-{
Gaussian basis set in which basis superposition errors are minimized (25)
combined by an additional auxiliary plane wave basis with 400 Ry energy cutoff.
Brillouin zone sampling is performed by using I'-point. In order to describe
more precisely for the long range interaction among adsorbed molecules and the
surface, the dispersion forces are modeled by the DFT-D3 method (26). By doing
this, an attractive dispersion coefficient and the corresponding cutoff function
are added to the DFT potential using the standard parameter set by Grimme
(26) with a cutoff of 10 A. The effect of dispersion correction is observed as
up to 0.05 eV increase of the binding energy difference among various CO>
configurations and this approach is believed to represent adequate potential
energy surfaces for hydrocarbons on oxides (27, 28) as well as the structural and
spectroscopic properties of liquid supercritical CO; based on the previous studies
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(29, 30). When considering kinetic coordinates, the climbing image nudged
elastic band method (CI-NEB) (3/) is adopted employing 13-17 replica. For a
finite temperature sampling, ab initio molecular dynamics (AIMD) simulations
are performed within a canonical (NVT) ensemble using Nosé-Hoover thermostat
(32, 33) with a time step of 0.5 fs during more than 20 ps of equilibrated trajectory
at the temperature of 130 K. Note that this temperature is near the desorption
temperature so as to increase the ability of sampling relevant configurational space
within relatively short time (20 ps) duration of trajectory due to the limitation of
AIMD. By doing so, we are able to observe CO; rotation and diffusion events
from the sampled trajectories, yet not the desorption events. When thermally
equilibrated configurations are quenched, the simulated annealing technique is
adopted by rescaling the velocity with a factor of 0.99 at each time step. For
the calculation of the electrostatic potential at each time step, DFT calculation
is performed as explained above. For the model of a reduced TiO, surface,
an accurate description is required for the excess electrons produced by Oy.
For this case, DFT+U method (34) is used with an effective U parameter (Uep)
applied to the Ti 3d electrons within a local spin density approximation for the
spin polarized formalism. While focusing on the correct description of the work
function and relative band gap position, test calculations have been performed
as shown in Figure 1. When large value is chosen as effective U parameter, the
location of defect state is fairly well separated from the conduction band so that
excess electrons are easily localized at that state. On the other hand, the work
function is increasing by increasing effective U parameter, which results in rather
unreal nature of the role of excess electrons. Therefore an optimal condition is
required to be defined first, and in the current study, the effective U parameter of
4.1 eV is adopted since an adequate work function (4.9 eV) (35) was able to be
reproduced while the location of defect states is still reasonably described based
on the expected position at 0.9 eV below conduction band (36, 37).

0.0 e \/acuum Energy

2.5+ ; Work Function

= Conduction Band

5.0 . Defect State

Energy [eV]

Valence Band

-7.5+

U= 4.1, 82, 13.6eV

Figure 1. Electronic structures depending on the different Uey values within
DFT+U method. The energies are relative to the energy at vacuum state and the
work functions are obtained by the difference between the vacuum and defect
state energy. These electronic structures are obtained from the (3x4) TiO; (110)
slab model with six tri-layers and one Oy defect on the surface.
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Results and Discussion

Single CO,

When a single CO, molecule is adsorbed on the TiO, (110) surface, it
prefers to bind on Ov site and heals this vacancy defect first. Then additional
CO> molecules begin to populate on the five-coordinated Ti sites (Tisc) as the
coverage increased (/3—16). Therefore, when considering single CO, adsorption
on the surface in the present study, Oy sites are assumed to be healed so that
CO; molecule on the Tisc row on the clean surface is able to be considered.
As a first assessment of the behavior of CO,, numbers of single CO, binding
configurations to the TiO, surface are investigated. Figure 2 shows several
noteworthy configurations including the energetically most stable configuration as
shown in Figure 2(a). In this configuration, CO» binds with one O atom to top of
a Tisc site while the O=C=0 molecular axis is tilted by a polar angle, y~45° with
respect to the surface normal direction and by an azimuthal angle, ¢=90° along
the [110] direction toward neighboring bridge bond oxygen (Op) at the same time.
The binding energy can be calculated by subtracting the energy of gas phase CO;
and bare TiO; slab from the energy of whole CO, adsorbed TiO; slab model, and
the resulting binding energy of the most stable configuration is obtained as 0.45
eV. It is in good agreement with previous DFT calculation in which it was 0.44
eV or 0.39 eV depending on the different methods of dispersion correction (/7).

The other configurations in Figure 2 are considerable in the sense of possible
diffusion path of adsorbed CO; molecule. First of all, the rotation of CO; is
regarded as one of the possible dynamic motion. In this case, dangling O atom
out of the surface (denoted Oyg) rotates while keeping the other bound O atom to
top of a Tisc site as an anchor (denoted O). In Figure 2(b), CO, molecule has
rotated azimuthally by ¢p=45° with respect to the [110] direction and the energy
difference to the most stable one is just 0.02 eV which can be overcome easily
in thermal condition. In other words, the initiation of the rotation of adsorbed
CO; about Tisc-O, axis is thermally facile. Note that the Oq4 atom tries to come
close to the neighboring Ti lattice during rotation, and as a result, the length of
O=C=0 projected to the surface normal, i.e. molecular height should change as
well. During the rotation, CO> molecule is supposed to be able to pass through
the configuration parallel to the surface with y=90°, ¢=0° in which each O atom
binds at the distance of 2.33 A to two neighboring Tisc sites (Figure 2(c)). In this
configuration, the molecular height should be close to 0 A. In order to reach this
configuration from the most stable one, it is required the energy increasing by 0.03
eV. When CO; molecule happens to have this configuration during the thermal
motion, one can expect the possibility of its tumbling to the neighboring Tisc site
by exchanging the role of O atom as an anchor. Besides, when CO> molecule is
adsorbed to Op site as shown in Figure 2(d), the binding energy is 0.24 eV smaller
than that of the most stable configuration. Thus Oy site can be excluded from the
concerns of the most probable single CO» adsorption site.
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Figure 2. Single CO; molecule adsorption configurations on TiO2(110) surface.

Four representative configurations are shown and their binding energies are (a)

0.45 eV, (b) 0.42 eV, (c) 0.33 eV and (d) 0.21 eV. (For interpretation by color, see
the web version of this article.)

Regarding the facile thermal rotation and the probable tumbling motion
along the Tisc row as a hypothetical diffusion mechanism, the kinetic barrier
energies of such kind of motions are examined by CI-NEB as shown in Figure 3.
When CO;, starts rotating from the most stable configuration, it can reach to the
intermediate configuration corresponds to Figure 2(c). From this configuration,
the molecule can reverse the process or rotate further to end up back to the most
stable configuration. This rotation motion requires 0.05 eV activation energy
between two symmetrically equivalent stable configurations which is represented
by a rotation about the Tisc-O, axis by Ap=180°. Alternatively, it may be able
to tumble to the neighboring Tisc site through this intermediate configuration. In
this case, the molecule switches its anchoring O, atom to Og4 atom while Oq4 atom
becomes anchor O, bound to top of the neighboring Tisc site, then it keeps rotating
about new generated Tisc-O, axis. This process exhibit an energy barrier of 0.06
eV and this implies extremely fast diffusion even at low temperatures. In fact, this
diffusion along the Tisc row is competitive with the rotation mechanism described
earlier in terms of the activation energy. The remaining possible diffusion path
on the surface should be related to the path involving Oy sites. The diffusion
path across the Oy, row shows the barrier energy of 0.21 eV and it is much higher
than others considered previously. Thus it can be disregarded from the probable
dominant diffusion process on the surface while the diffusion can be conclusively
characterized by the combined rotation and tumbling motion along the Tisc row.
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Figure 3. Diffusion energy barriers corresponding to three different diffusion
pathways and their schematic cartoon with (a) rotation and tumbling, (b) pure
rotation and (c) crossing Oy row. (For interpretation by color, see the web
version of this article.)

Effect of Ov Defect on Single CO; Binding

In the previous section, a single CO» binding to the TiO, surface is considered
assuming all possible Oy defects are already healed while a CO» molecule is
fairly far away from such Oy. However, there could be some differences if a
CO; molecule happens to adsorb on the Oy defect site or reside near that site in
the presence of the CO> molecule already adsorbed on it. When considering the
defected surface, there are two excess electrons generated by Oy defect. In order
to account for proper charge distribution by those electrons (38), DFT+U method
(34) is applied to determine the configuration and the binding energy. As a first
result, the binding energy of CO; on Oy site is found to be 0.60 eV and this shows
that the binding is 0.17 eV stronger than the strongest binding to regular Tisc site.
It supports the assumption that a CO> is preferentially adsorbed on Ov defect site
first.

Then the CO2 molecule adsorbed next to another CO; already bound to an Oy
site is considered as shown in Figure 4. If they are placed two Ti lattice distance
(2x2.96 A) away as a model of fairly isolated molecule (Figure 4(a)), the binding
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energy is 0.43 eV which is similar to the binding energy of single CO; on a regular
Tisc site. Note that this binding energy is 0.02 eV lower than on clean surface
though, as a result of the DFT+U description of TiO» slab which is opposed to the
normal DFT description. However, the binding energy increases to be 0.48 and
0.49 eV as CO; coming close to another CO; on O site respectively to the different
configurations (Figure 4(b) and (c)). Thus it is confirmed that there is stronger
binding of CO3 next to Oy adsorbed CO; about 0.05 and 0.06 eV comparing to the
binding on the regular Tisc site. When considering the reason of such stronger
binding, it can be interpreted that the intermolecular interaction between CO»
molecules is dominant while the electrostatic energy from the excess electron is
almost disappeared on the surface region by healing Oy. The resulting two most
stable binding configurations also support this when compared to two typical liquid
CO0,-COs, interactions through T-shaped and slipped parallel configurations (29,
39). In summary, one can see stronger binding of CO; on the Tisc site near another
CO; adsorbed on Oy but the binding energy is still enough for it to make a thermal
diffusion such as the one described in the previous section.

Figure 4. Single CO; adsorption configurations on TiO; surface in the presence

of neighboring CO; adsorbed on Oy and their binding energies are (a) 0.43 eV,

(b) 0.48 eV and (c) 0.49 eV. (For interpretation by color, see the web version of
this article.)

Coverage Dependence of CO; Binding Configurations

Although the single CO; interaction with TiO» surface and its dynamic
behavior are intensively investigated, things shall be changed if there are more
CO> molecules on the surface which can interact to one another. In order to
understand such an adlayer configurations at higher coverages, model systems
with four different coverages (1/3, 1/2, 2/3, and 1 ML) are constructed and the
ensembles of those configurations are sampled by AIMD simulations at the finite
temperature of 130 K.

In general, the Tisc bound CO; are free of motion including on-site rotation
and diffusion at low coverage while their configurations become more restricted at
high coverages. Even though the diffusion rate is hardly quantified due to the limit
of statistics from AIMD simulations, several CO, hopping events are observed
from one Tisc site to the next during 20 ps sampling. In the lowest coverage,
i.e. 1/3 ML case, 0.125 counts/ps hopping events are observed per CO, molecule
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which is almost 10 times more than the one from 1 ML trajectory. Assuming
Arrhenius formula is applicable with the preexponential factor of 1x10-13 s-1, the
hopping energy barrier of 1/3 ML coverage is 0.055 eV which is very close to the
value of 0.050 eV obtained by CI-NEB calculation as shown in Figure 2. This
energy barrier is enough to activate the diffusion motion from the energetically
most stable configuration (Figure 2(a)) in thermal condition around at 130 K.

When looking into overall features of sampled ensemble configurations at all
coverages, basically no well-ordered ones are observed from AIMD, indicating the
structures are characterized by a component of dynamic disorder. A representative
set of configurations observed at different coverages are considered in order to
investigate the relation between such disordered and ordered configurations.
For the ordered configuration, CO, molecules are placed to be hypothetically
well ordered based on the single CO; adsorption configuration. And then this is
thermalized at the temperature of 50 K followed by a slow simulated annealing
to the temperature of 0 K. By doing so, well-ordered thermal configuration can
be quenched while avoiding major rotation and translational motion. On the
other hand, one random configuration from the AIMD trajectory is extracted
and quenched to temperature of 0 K as a representative set of disordered
configuration. During this simulated annealing, one can expect the maximal
structure optimization while suppressing possible energy interconversions seen
at higher temperature and the resulting configurations are shown in Figure 5.
And then the energy differences of ordered and disordered configurations are
assessed according to the different coverages. When comparing the binding
energy per molecule based on the configurations obtained as above, ordered
configurations are generally less stable by 0.06 to 0.09 eV/CO, than the
disordered dynamic configurations from the equilibrated ensemble. In principle,
such energy difference is small within the kinetic energy distribution at this
temperature so that both of configurations are energetically feasible. However,
disordered configurations become more populated concerning free energy nature
accompanying entropic effect. As a result, only partially ordered configurations
are observed during the simulation. If one look into more in detail of the
configurations from Figure 5, the popular configuration is the CO; bound to Tisc
site while being toward Oy, direction with tilting in the possible range of azimuthal
rotation angle. Even though the majority of configurations are tilted CO>, note
that there is a non-negligible fraction of CO» lying in between two neighboring
Tisc sites (¢=~0°) and this configuration is able to stabilize the neighboring CO>
next to it.

We have discussed observed CO» configurations so far, as a single molecule
separately. Now the averaged feature from the ensemble of configurations will
be considered, which are observed practically in most cases of experiments. As a
meaningful quantity describing ensemble configurations, the distributions of CO»
orientation is considered as shown in Figure 6. This distribution can be obtained
through the 3-dimensional maps of projected Oq positions relative to Tisc bound
O, position onto the TiO»(110) surface plane. The CO> molecules which have no
O atom within 2.5 A from any Tisc site are excluded from the distribution. The
distance criteria of 2.5 A is obtained from the first nearest neighbor distance of
radial distribution of Tisc-O, distance.
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Figure 5. The representative snapshots of “disordered” configurations extracted
from the 130 K AIMD trajectories followed by being quenched to 0 K. The
“ordered” configurations constructed based on the most stable single CO; at the
temperature of 50 K at four different coverages. (For interpretation by color, see
the web version of this article.)

In general, there are two mainly populated orientations at ¢=0° and in the
range of =45~90° with maximum near @=65° for all coverages. The former
configuration can be interpreted as the one laying down flat, i.e. y=0° on
the surface. This type of configuration can be easily found during the AIMD
simulation as shown in the snapshot from Figure 5. The coverage dependence
of the population of this flat lying configuration is decreasing from about ~25%
at 1/2, 2/3 ML to ~10% at 1 ML which indicates the contribution of CO,-CO;
interaction is decreasing as the coverage is increasing. The distance of this
configuration from the surface is approximately the same as the height of C
atom of tilted standing CO, in ¢=45~90° range so that it can generate T-shaped
dimer which is a common feature in both liquid and solid CO; structures (29,
40). The second most populated configuration is distributed in rather wider space
range while it represents to be oriented =45~90° with polar tilting y=45° with
respect to surface normal. This configuration is similar to most stable single
CO; configuration (Figure 1(a)). The rotation between two configurations is
feasible with a barrier energy (4E) of 0.06 to 0.07 eV at all coverages based on

the population ratio by AE = _ln(P‘P=45~9°g /P ‘P=09), where P; is the population
of configuration i. Note that this barrier energy is similar but a little higher than
that of single CO; rotation possibly due to the contribution of the intermolecular
C0,-CO interaction.
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Figure 6. The distributions of projected position of Oq relative to O, onto the
TiO2(110) surface plane for COz molecules that are bound to Tisc sampled from
AIMD simulations at 130 K. The x- and y-axis represent the surface plane with

[010] and [010] directions and z-axis represents the population of O, at that

position. The resulting arc shape distributions correspond to the distribution

by the azimuthal angle ¢. (For interpretation by color, see the web version of
this article.)

There is one more noteworthy feature from Figure 6 particularly at 1 ML
coverage exhibiting an additional narrow band in the range of ¢=60~90° at longer
0,-Oy distance around 2.3 A while the population coming from this configuration
is non-negligible with around 9%. This type of configuration can be assigned as
CO; molecules on the Oy, row in parallel to the surface plane as it can also be found
from the snapshot from Figure 5(d). If this configuration is taken out as a single
molecule, the binding energy in the temperature of 0 K can be calculated to be 0.23
eV higher than that of the most stable single molecule configuration as shown in
Figure 1(a) and (d). However, when the binding energy per molecule at 1 ML is
considered after being quenched to the temperature of 0 K, it becomes larger to
be 0.45~0.49 eV as comparable to the strongest binding energy of single CO, on
regular Tisc site (Figure 1(a)). Therefore, two bound configurations either at Oy, or
Tisc can be in thermal equilibration and this implies that the interaction between
CO; molecules participates in stabilizing the configuration on Oy at 1 ML.

In order to examine relative positions of neighboring CO; molecules beyond
overall ensemble configuration, their relative spacing is examined as well by
pair distribution functions (g(7)) while all g() are normalized with respect to the
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volume of a hemisphere. When O atoms are within the first nearest neighbor
distance of Tisc-O, distance distribution (2.5 A), they are considered as anchor
O. whereas the others should be dangling Oq. Then the pair distribution function
of 0,-0, distance is considered first among all CO, molecules on the surface
(Figure 7(a)), and this quantity shows the average spacing among CO; molecules.
For the Oy distribution, the population along the O4-Oq distance is counted within
the first nearest neighboring Og4-Oq pair distribution peak (Figure 7(b)) and this
represents the distribution of relative tilting direction of one another. In the case
of low coverages such as 1/3 and 1/2 ML, O,-O, distribution shows that two
neighboring CO> molecules reside on next to each other approximately 63 and
75 % of the time, respectively. This implies that CO; intermolecular interactions
are considerably large even when they are spatially well distributed initially with
the binding to surface Tisc site. Even though there is a free space for CO; can
visit, they prefer to gather to have a dimer-like configuration due to the CO,-CO,
interaction. Regarding O4-Oq4 population distribution, a broad feature is shown
between one to two Tisc lattice spacing which corresponds to 2.96~5.92 A with
maximal population near 5 A. This implies that two neighboring CO» molecules
prefer to tilt away from each other. At the high coverage, O4,-O, distribution
becomes rigid with one Tisc lattice distance as expected and O4-Oq distribution
shows sharper peak near 4.5~5.0 A which is almost the same as the one in lower
coverages. The sharper peak indicates the geometric structure is more rigid and
in other words, the structure of overall CO, molecules becomes crystal-like with
each CO; azimuthally tilted.
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Figure 7. (a) g(r) of O, in the range corresponding to first nearest neighbor
distances. The relative populations by integration are 1:1.27:1.28:1.59 for the
coverages of 1/3, 1/2, 2/3 and 1 ML, respectively. (b) The population of the Oq-Oq
distance from their corresponding O, within the range of the first peak from (a).
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We have investigated so far the dynamic nature of adlayer configurations due
to non-negligible interaction among CO> molecules comparable to that between
CO7 and TiO; surface. Indeed, the quantification of such interactions will provide
the physical origin of the interactions. For that reason, the energetics of those
two interactions are considered by pair distribution functions (g(r)) again for
the relevant pairs of interactions. For the interactions among CO> molecules,
a pair of C of CO; and O of another CO; (Oc) is taken into account, while
another pair of C of CO; and bridge bond O from TiO> surface (Oy) is considered
for the interaction between CO» and TiO; surface. When considering the first
nearest neighbor peak, both types of contact shows at the similar location around
3.0 A regardless of the coverage and it implies that those two interactions are
competitive on the TiO» surface. As shown in Figure 8, these pair distribution
functions can be converted to potential of mean force (PMF) by A(r) = —kgT
In(g(7)) which allows us to quantify the magnitude of the interactions between
these species. Here kg is the Boltzmann constant and 7 is the temperature (47).
Particularly, 1 ML configuration is focused on since it is expected to be the most
ordered and possible maximum interactions should be contained at this coverage.
As a result, the binding free energies of CO>-CO, and CO»-TiO, surface are
0.05 eV and 0.06 eV, respectively. Although the strength of those interactions
are smaller than typical Tisc-O, interaction (ca 0.40 eV) inferred from binding
energies, they still should be considered as non-negligible magnitude particularly
when they contribute collectively. Comparison of these interactions to the ones
in gas phase will provide the physical character of interactions while gas phase
interactions are well classified (30). There are two typical interactions in gas
phase; one is T-shaped quadrupole-quadrupole interaction and the other is slipped
parallel dipole-dipole interaction. Those interactions are able to be quantified
with binding free energies of 0.06 eV and 0.07 eV respectively, and they are quite
similar to currently obtained CO»-CO; and CO,-TiO; surface interactions in both
of the magnitude of binding free energy and the interacting configuration.

PMF [meV]
o

25 3.0 35 4025 3.0 35 4.0
Distance [A]

Figure 8. The potential of mean force (PMF) in the range of the first peak from
g(r) of (a) C-Oc and (b) C-Oy for the coverages of 1/3, 1/2, 2/3 and 1 ML,
respectively.

63
In Applications of Molecular Modeling to Challenges in Clean Energy; Fitzgerald, G., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2013.



Publication Date (Web): June 3, 2013 | doi: 10.1021/bk-2013-1133.ch004

Downloaded by UNIV OF MINNESOTA on June 4, 2013 | http://pubs.acs.org

Conclusions

The overall behavior of CO; molecules on TiO> surface can be summarized
as follows. At first, Oy defect sites are the most favorable adsorption sites for CO;
with the binding energy of 0.60 e¢V. Additional CO; can be stabilized stronger
next to Oy bound CO; on neighboring Tisc site and then additional CO, molecules
start populating on regular Tisc sites. When CO, molecules are adsorbed with
low coverage, the isolated CO> molecule binds to one of the O atom on Tisc
site while it is tilted toward nearest neighboring Oy row with a binding energy
of 0.45 eV. This adsorbed molecule can rotate with a low barrier of 0.05 eV via
flat-lying configuration in between two neighboring Tisc sites. At the same time,
this intermediate configuration is able to participate in tumbling of CO; to the next
Tisc site with a low barrier of 0.06 eV and further diffusion is possible in the same
manner along the Tisc row.

As the coverage increases, CO2 molecule tends to be paired with another CO,
molecule while their configurations are tilted away from each other. At 1 ML
coverage, the configuration of each CO; molecule is governed by competition
between attractive quadrupole-quadrupole interaction and steric repulsion.
Note that the CO, resided on Oy site is also available with being stabilized by
neighboring CO; molecules. As a result, the potential energy surface on TiO;
surface is corrugated in the presence of weak interactions characterized by CO>
interactions with another CO; and TiO, surface. In addition, relatively low
barriers for CO; rotation and diffusion can lead to a partial ordering of molecules
at any instance. Extending each configuration to whole ensemble at the same
time, the averaged features can show the regular pattern at the high coverage.

In conclusion, the behavior of CO; molecule on the TiO; surface can be
characterized by highly dynamic nature, and the fine structures are generated
by the competition of interactions of CO, with neighboring CO, as well as with
TiO; surface. The present molecular modeling approach can provide useful
information particularly when it is applied to various experimental observations
to be collectively interpreted (7).
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Chapter 5

Periodic Trends in 3d Metal Mediated
CO; Activation

Cong Liu, Thomas R. Cundari, and Angela K. Wilson”

Department of Chemistry and Center for Advanced Scientific Computing
and Modeling (CASCaM), University of North Texas, 1155 Union Circle,
#305070, Denton, Texas 76203-5017
*E-mail: akwilson@unt.edu

This chapter reviews our computational studies on 3d transition
metal catalysts mediated CO> activation in consideration
of both homogeneous and heterogeneous catalysis.  Our
homogeneous catalysis studies focused on the catalysis of the
reverse water-gas shift (RWGS) reaction and the hydrolysis
of CO; using 3d metal B-diketiminate complexes while the
heterogeneous catalysis study considered the reduction of CO>
to CO on Fe, Co, Ni and Cu surfaces. These systematic studies
on 3d transition metals showed periodic energetic trends in the
catalytic pathways as a function of metal. The correlations and
differences between the homogeneous and the heterogeneous
catalysis are overviewed and additional chemical insight that
has been gained in this effort about the CO; binding, charge
transfer, and energetics of the hydrolysis of CO> is discussed.

Carbon dioxide activation and conversion continue to gain much attention
as a result of the alarming reports that link global warming and its potentially
devastating effects with the rapidly increasing atmospheric levels of CO,. An
effective solution is to use CO, as a renewable resource, i.e., recycle existing
CO; as a source of carbon for producing useful chemicals, such as CO, which
can be used in synthesis gas to produce long chain hydrocarbons in industry via
the Fischer-Tropsch reaction (/). However, because CO- is a highly oxidized,
thermodynamically stable compound, its conversion often requires high energy
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substances or reductive processes. Thus, activation of CO; is a challenge to carry
out selective reactions on this molecule under mild conditions.

Transition Metals Interacting with CO;

The interactions between transition metals (TM) and CO> have been of great
interest in the field of catalytic CO; activation, since coordination to TMs is one of
the most powerful and universal ways of activating inert molecules. It is important
to understand the fundamental information of bonding nature, stereochemistry, and
electronic structure of CO, with metal centers.

The ground state CO, is a D.y; molecule. Its C-O distance (1.16 A) is
shorter than a sp? C-O double bond but longer than a sp C-O triple bond. This
is due to the pair of orthogonal 7 molecular orbitals (7, bonding orbitals and
7e non-bonding orbitals). The oxygen atoms hold partially negative charges
because of the stronger electronegativity, while the carbon atoms have a positive
partial charge. With these features, CO; exhibits several distinct interactions
with potential coordinating centers that have specific electronic structures (2-5).
Figure 1 shows the most common linkage isomers of CO,-metal complexes
described with molecular orbital (MO) theory.

aO——0

!

A. 7%(C,0) B.1'(C) C.%(0,0) D.n'(0)

Figure 1. Common linkage isomers of CO; interacting with a metal center.

In A (n3(C,0)), the d; orbital of the metal center has a z interaction with the
anti-bonding 7 * orbital of CO», while in B (n!(C)) it is the doubly occupied d.?
orbital of the metal that forms an ¢ interaction with the z* orbital of CO,. The
7* orbital is the LUMO of a ground state CO,. Coordination of CO; results in a
net transfer of electron density from the metal center to the LUMO of CO; when
the coordination occurs via the double bond or the slightly electrophilic carbon
atom. Gaining the extra charge from the metal center makes CO, molecule a
bent structure that is similar to the anion CO» (2). X-ray crystal structures of
A (m%(C,0)) and B (n!(C)) have been reported for metal CO, complexes (6—10).
Linkage isomer C (12(0,0)) affords the d, orbital of the metal center bonding
to the non-bonding 7 orbitals of CO,, which represent the lone pairs on the two
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oxygen atoms. This usually requires metal centers that are electrophilic. Finally,
in the D (n!(O)) structure, the d.? orbital of the metal interacts with the o* orbital
of COy, which has higher energy than the z* orbital. In this sense, D (n!(O))
shows a weaker interaction between the metal center and CO, compared to the
other linkage isomers.

Catalysis of CO; Activation

Studies of transition metal mediated CO, activation and conversion have
been focused on both homogeneous and heterogeneous catalysis (//-27).
Homogeneous catalysis usually involves TM complexes, a number of which
have been shown to have favorable catalytic properties to activate the C=0O
bond of CO,. Some have been chosen by nature: CO; reduction to CO can be
mediated by enzymes such as nitrogenase (e.g., MoFeP and FeP), and carbon
monoxide dehydrogenase (/7). Other studies have shown that middle to late 3d
metal complexes have remarkable properties to interact with CO,. For instance,
Isaacs et al. (14) studied the reduction of CO; mediated by Co, Ni and Cu
aza-macrocyclic complexes. The electronic spectra showed that CO, reduction
is mainly due to the presence of a formal 1+ metal, despite the importance of
the ligand. In addition, Lu et al. (18) studied Fe(I)-mediated reductive cleavage
and coupling of COy; the #ris(phosphino)borate complex [PhBPCH2CY3] of Fe
interacts rapidly with CO; at ambient temperature to generate a Fe(u-CO)(u-O)Fe
complex, and a Fe(u-n2:n?-oxalato)Fe complex. Molecular modeling has helped
better understand the reaction mechanism of CO;-metal complex chemistry.
Recently, Ariafard ef al. (16) reported a density functional theory (DFT) study
(B3LYP) (19-22) of the reductive cleavage of CO; using B-diketiminate complex
LMeFeNNFelLMe; CO» inserts into two Fe atoms and then N is released, followed
by the cleavage of CO; and the formation of a LMeFe-O-Fe(CO) LMe complex.

In addition to homogeneous catalysis, heterogeneous catalysis of CO;
activation has received much attention because of its practical applications in
industry. Since the 1940s researchers have known that CO; in gaseous or aqueous
phase is able to interact with TM solid state materials spontaneously. This results
in one of the major problems in the oil and gas industry, the CO> corrosion of steel
(23). This might have inspired the chemistry of CO; recycling; the adsorption
and activation of CO; on clean metal surfaces is a topic of considerable interest
to solve fundamental issues in the heterogeneous catalysis of CO>. A number
of studies have been focused on 3d transition metals, among which iron (24),
cobalt (25), nickel (26) and copper (27) were found to adsorb/activate CO,.
Computational studies have helped understand the structures and energetics of
metal surface/CO; chemistry. For instance, Glezakou et al. (28) reported the
mechanism of CO, absorption and corrosion on an Fe bec (100) surface using
generalized gradient approximation (GGA) with Perdew-Burke-Ernzerhof (PBE)
(29) functional, showing that CO> is spontaneously activated on a clean Fe(100)
surface. In addition, Ding ef al. (30) investigated the adsorption of CO; on a
Ni(110) surface, via both experimental (temperature-programmed desorption
(TPD)) and computational (local spin density approximation (LSDA) and GGA)
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methods. The calculations suggested that CO, weakly binds to Ni(110), and
different chemisorbed structures with similar adsorption energies are possible.
A recent focus of interest has been comparing catalytic properties on different
faces of a metal surface. For example, de la Pefia O’Shea et al. (25) studied
CO; adsorption on Co(100), (110), and (111) fcc surfaces using GGA methods
with the exchange and correlation functional of Perdew and Wang (PW91) (31,
32). According to the calculated reaction energetics, the interaction with CO» is
surface sensitive; the (110) surface showed the strongest interaction with CO; and
involves charge transfer from the metal surface to the substrate.

For both homogeneous and heterogeneous catalysis, the studies have shown
that in addition to properties like the structures of clusters (e.g., surfaces and
frameworks) and ligand effects (e.g., for complexes) that affect the properties
of catalysts, the internal chemical properties of the TM elements seem to play
a primary role in CO; activation. A number of fundamental questions then
arise from the rational design of CO; catalysts: What is the role of the metal
in TM mediated CO; activation? Which metal should be chosen? Is there any
correlation between heterogeneous and homogeneous CO» catalysts? Although
several researchers (I8, 24-27) have studied CO; interaction with either TM
surfaces or TM complexes, a paucity of research has focused on the comparison
(a) of homogeneous/heterogencous systems among different metals, or (b)
between heterogeneous and homogeneous catalysts. Studies on homogeneous
catalysis would help better understand the chemical and mechanistic insights of
the reactions, while heterogeneous catalysis supports the majority of industrial
processes often lacks these insights due to the innate complexity of the
catalytic material. Better understanding the similarities and differences between
homogeneous and heterogeneous catalysis using computational techniques can
have great contribution to rational design of catalysts, which can ultimately lead
to novel industrial processes.

In this chapter, we overview our systematic computational studies of
CO; activation and reduction using 3d TM catalysts, in consideration of both
homogeneous and heterogeneous catalysis, based on our earlier work on CO;
catalysis (33-35). Moreover, new calculations have been carried out for this
chapter to provide further explanations about CO binding and charge transfer, as
well as new chemical insights to the catalysis of the hydrolysis of CO,. For the
homogeneous catalysis, previous studies were focused on the thermodynamics
of the component reactions of the reverse water gas shift (RWGS) reaction
(COz + H, — CO + H»0) using B-diketiminate complexes L'M of all 3d metals
(L' = B-diketiminate; M = Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu and Zn) (33,
34). The hydrolysis of CO; is a remaining problem in the previous studies.
The homogeneous catalysis leads to a product/intermediate that is a potential
catalyst for CO; hydrolysis. Thus, a thermodynamic study was carried out for
CO; hydrolysis using L'Mn, L'Fe, and L'Co complexes. On the other hand,
heterogeneous catalysis was focused on CO; adsorption and decomposition on Fe,
Co, Ni, and Cu(100) surfaces (35). In order to explicitly investigate the intrinsic
catalytic properties of the 3d elements, the energetics were compared among
the four different metals, while all the other variables remain the same, i.e., the
(100) surface of a face centered cubic (fcc) structure is used for all solid-state
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simulations. Fe (bcc) and of Co (hcp) were also investigated for the sake of
completeness as well as calibration versus literature data.

Computational Details

For the previously reported homogeneous studies (33, 34), the Gaussian
03 (36) and 09 (37) program packages were used for the homogeneous models.
Geometry optimizations and frequency calculations were carried out using the
B3LYP functional with aug-cc-pVTZ basis set. Frequency calculations were
performed to identify all of the stationary points as minima or transition states
and to provide Gibbs free energies at STP in gas phase. The metals in the L'M
all have a 1+ formal charge to best coincide with complexes reported by Holland
and coworkers (38—41). According to our previous studies, continuum solvents
effects do not have a remarkable contribution to reaction energies (changes of ~
0.001 — 0.005 kcal/mol in the reaction energies) (34).

For the additional calculations on molecular orbitals and charge transfer of
L'M(CO») and hydrolysis of CO,, B3LYP/aug-cc-pVTZ was used for geometry
optimization and frequency calculations in Gaussian 09, and all the calculations
are at STP in gas phase. Partial charges of L'M(CO») were calculated with natural
bond orbital (NBO) analysis implemented in Gaussian 09.

For our earlier work on heterogeneous catalysis (35), the structures and total
energies were determined using plane-wave density functional theory (PW-DFT)
calculations within the Vienna ab initio Simulation Package (VASP) (42, 43). Spin
polarization and dipole corrections were taken into account. The total energy was
calculated using the PBE functional (29) with a plane wave basis set, whereas
the effect of the inner core was considered via the projected augmented wave
(PAW) method (44). A 550 eV cutoff energy was chosen, and a 5x5x1 k-points
grid within the Monkhorst-Pack scheme (45) was used to sample the Brillouin
zone of the surface unit cell. All calculations were done at 0 K. The climbing
image nudged elastic band (CI-NEB) (46—48) method was used for transition states
(TS) and reaction coordinates calculations. TSs were further confirmed through
frequency calculations. Bader analysis was carried out to access the charge transfer
between the surface and the substrate, using the code developed by Henkelman and
coworkers (49-51).

Homogeneous Catalysis of Reverse Water-Gas Shift (RWGS)
Reaction Using 3d TM p-Diketiminate Complexes

Previously, the reaction mechanism (33) of RWGS reaction was initially
proposed to be five-step catalysis (Figure 2). The first step includes the
coordination of a CO; molecule (Step 1). The second step involves breaking the
C-O bond of L'M(CO3) to form L'M(CO) and L'M(O) (Step 2); this is followed
by the hydrogenation of L'M(O) (Step 3) to generate L'M(H»0); the last two steps
are the release of H,O and CO products (Step 4 and 5, respectively) (33).
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Descriptions of Selected Compounds

In the previous study, all four linkage isomers in Figure 1 were taken into
account to identify the preferred CO; bonding mode. In this chapter, the molecular
orbitals were calculated for L'M(CO,) complexes to provide further explanations
for the interaction of CO, with the metal center. Linkage A (n2(C,0) in Figure 1 is
predominant in Sc, Ti, V, Cr, Mn, Fe, Co, and Ni complexes. It is notable that in
Sc, Ti, and V complexes, the C-O bond of CO> moiety has been cleaved due to the
strong interaction with the metal center and formed, in effect, an oxo-carbonyl
complex (Figure 3, (33)). The molecular orbitals of V complex (Figure 4 (a)
and (b)), for instance, showed that the interactions of the coordinate O and the
carbonyl ligand with the metal center are relatively independent. The 2p orbital of
the coordinate O overlapped with the d.? orbital of V and formed an ¢ interaction
(Figure 4 (a)); the carbonyl ligand formed a x interaction with V through its z*
orbital overlapping a d, of V (Figure 4 (b)). For the Cr, Mn, Fe, Co, and Ni
complexes, on the other hand, the metal center and the coordinated C and O kept
a triangle shape, as expected (Figure 3, (33)). The molecular orbitals of the Co
complex (Figure 4 (c)) showed a typical 7 bonding interaction in most cases: the
overlap between the z* orbital of CO; and a d, orbital of the metal center. This
agrees with the bonding orbitals of linkage n2(C,0O) introduced earlier. However,
L'Cu(CO2) and L'Zn(CO,) prefer conformation C (n!(0O)) (Figure 1); the metal
centers ligated to a single oxygen atom of CO;, which is slightly bent in both
complexes (Figure 3, (33)). The molecular orbitals of the Zn complex showed
that the interaction mainly involves the overlap of the o* orbital of CO, and the d.?
orbital of the metal center, which is also consistent with the previously introduced
n!(0) linkage (Figure 1).

o] -V (0]
Y HN™ "NH
=C o 0 ¢
_M. e | ]
H'\f )NH . H'\Ir \!\IH . HN/M\NH
1 PN
M M | HNTUNH

.y T e N
" I

co, > H0 + co

Figure 2. Proposed catalytic cycle of RWGS. (Reproduced with permission from
Ref. (33). Copyright 2010 ACS).
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270 ,
14 97.8 1.59

1.97 @

Figure 3. Optimized structures of L'M(CO;) (A) (deg). (Adapted with permission
from Ref. (33). Copyright 2010 ACS).
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Figure 4. Important bonding orbitals of selected CO, complexes. (a) o bonding
between a 2p orbital of the coordinate O and the d.? orbital of V (b) m interaction
between the w* orbital of CO and a dr orbital of V (c) & bonding between the =*
orbital of CO; and a dy orbital of Co (d) o bonding between the a* orbital of
CO: and the d? orbital of Zn.

Thermodynamic Analysis

Previously, the reaction energetics were reported with enthalpies (AH), (33).
In this chapter, the reaction free energies (AG) were reported for the convenience
of comparisons with later reports (34) and new calculations (Figure 5 and Table I).
Generally speaking, AG of step 1, coordination of CO», becomes more endergonic
from Sc to Zn; hence, CO; coordination is thermodynamically more favorable
for earlier 3d series than later metals (Figure 5) (33). Step 2, reduction of CO»,
follows a similar trend as a function of metal; it is exergonic for Sc, Ti, V, Mn,
and Fe, while the rest are endergonic (33). Thus, CO; binding and reduction
become increasingly thermodynamically favorable as one traverses from right to
left in the 3d series (33). Nevertheless, in step 3, the hydrogenation of the oxo
complex follows a different energetic trend; the reactions of earlier metal systems
tend to be more endergonic than those of later metals (Figure 5) (33). For steps
4 and 5, all the reactions are endergonic as expected for ligand dissociation and
the reaction energies do not reveal a remarkable trend as a function of metal
(Table I) (33). In summary, the thermodynamics suggested that CO, binding and
reduction are the key discriminating steps for the modeled catalytic cycle for the
RWGS reaction (33). Earlier 3d metals show a thermodynamic preference in
these steps; however, later metals are more favorable for the hydrogenation of the
oxo complex. In reality, an effective catalytic cycle favors the reaction pathways
with smaller energetic fluctuation; any highly endergonic or exergonic step
would either create a high barrier or generate a thermodynamic sink, and thus,
is not favorable. In this case, Mn, Fe and Co complexes show more favorable
thermodynamic profiles than the others by providing smaller fluctuations on
the energetic pathways. In other words, the catalytic pathways of Mn, Fe and
Co systems are neither highly endergonic nor highly exergonic, which meet the
thermodynamic requirement of effective catalysts (Figure 5) (33).
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Figure 5. Reaction free energies of steps 1, 2 and 3 for each metal system. (33)

Table I. Calculated AG (kcal/mol) of Steps 4 and 5 (298.15K) (33)

Sc Ti Vv Cr Mn Fe Co Ni Cu Cu
Step4 9.7 5.2 3.9 5.0 -3.5 3.1 2.6 1.8 -0.7 -6.6
Step5 137 160 20.1 233 172 27.0 27.6 222 18.4 -1.6

Reaction Mechanism of the RWGS Reaction Using Middle 34
Transition Metal Catalysts L'M (M: Mn, Fe, Co)

Based on the initial investigations (33), more detailed studies were reported
for the B-diketiminate complexes of Mn, Fe and Co (34). Our previous study
proposed a reaction pathway including both mono- and bimetallic systems (Figure
6 (34)), which was inspired by recent experimental reports from the Peters (/8)
and Holland (38—41) groups. Step A, coordination of CO,, forms the L'M(CO,)
complex, which then goes through a transition state (TS) for C-O bond activation
to form L'M(CO)(O) (Steps B and C). Subsequently, L'M(CO)(O) would either
release CO to form L'M(O) (Step D) or interact with another L'M to generate
a bimetallic intermediate complex L'M(CO)OML’ (Step I). In Step D, the oxo
complex L'M(O) may then react with another L'M to form a bimetallic oxide
complex (L'M),0 (Step L), or react with H, and form a L'M(OH) and H radical
(Steps E and F). The species of L'M(OH) and H mixture results in an aqua
complex L'M(OH>) (Step G). L'M(OH;) will release H,O and yield back the
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model catalyst (Step H). On the other hand, L'M(CO)OML' may decompose to
L'M(CO) and L'M(O) (Step J), or just release CO to form (L'M),0 (Step K) that
could bind CO, and generate a bridging carbonate complex L'M(CO3)ML' (Step
M). Combining this with the research from last section, we are able to describe
reaction mechanisms and compare the favorability of the various pathways for
Fe, Mn and Co catalyst models (34).

The previously calculated geometries and spin states (34) of (L'Fe)>O
and L'Fe(CO3)Fel’ are in good agreement with the corresponding bulkier
B-diketiminate derivatives experimentally characterized by the Holland group
(18, 38—41). For instance, (L'Fe),0 shows similar structure with (LBuFe ),0 that
was synthesized from (LBvFeH), or (LBuFeN), (38—417). It has been reported
that (LBuFe )0 reacts with CO; rapidly at room temperature and forms a
carbonate-diiron complex LBuFe(CO3)FeLBv, which illustrates Step M in Figure
6. The structure of L'Fe(COs3)FeL’ in this work is in good agreement with the
crystal structure of LBuFe(CO3)FeLBu (75).

Thermodynamic Analysis

From the perspective of monometallic reactions, the kinetics of the whole
catalytic process significantly depends on the effective reaction barrier, AGlery,
the Gibbs free energy difference between the highest energy TS (TS-2) and the
lowest energy point (L'M(CO,)) that precedes it (Figure 7). In the mono-metallic
pathway, L'Mn shows the lowest AG¥fr (38.6 kcal/mol), implying the highest
reaction rate. L'Fe has a higher AGfegr (46.5 kcal/mol) than L'Mn, followed by
a much higher AGi.s for L'Co complexes (50.6 kcal/mol) (34). Considering the
local reaction barriers, for the C-O bond cleavage (Step B, Figure 7), Fe shows the
lowest barrier (23.9 kcal/mol), while Mn (38.1 kcal/mol) and Co (35.1 kcal/mol)
have much higher barriers. For the hydrogenation of L'M(O) (Step E, Figure 7),
Mn has a slightly lower barrier (19.0 kcal/mol) than the other two metals (Fe 24.8
kcal/mol; Co 21.0 kcal/mol) (34). and Co (13.9 kcal/mol).

One important aspect of the thermodynamics reported previously is to
compare the relative energies between mono-metallic and bimetallic systems
(34). For the Fe system (Table II), for example, all the diiron complexes tend
to have much lower energies than the mono-iron systems: the formation of
L'Fe(CO)OFeL’ is highly exergonic (Step I, AG; = -58.9 kcal/mol) while the
cleavage of L'Fe(CO)OFeL' to L'Fe(O) and L'Fe(CO) is highly endergonic (Step
J, AG; = 36.5 kcal/mol). At the same time, the formation of (L'Fe);O from
L'Fe(O) and L'Fe is also highly exergonic reaction (AG; = -71.9 kcal/mol, Step
L). The relative energies of L'Fe(CO)OFeL’, (L'Fe),0, and L'Fe(COs)FeL’ agree
quite well with the computational studies by Ariafard et al. (16). Similar relative
energetic trend between the mono-metallic and bimetallic systems were observed
for Mn and Co complexes (Table II, (34)). In general the bimetallic complexes
engender thermodynamic sinks in the reaction pathway and would terminate
RWGS catalytic cycle. Thus, one important challenge for realistic homogeneous
CO; is to avoid dimerization reactions.
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Figure 6. Proposed reaction pathways for RWGS reaction for Mn, Fe and Co
systems. (Adapted with permission from Ref. (34). Copyright 2011 ACS)
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Figure 7. Reaction coordinate of the monometallic RWGS catalysis (34).
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Table II. Reaction Free Energies of Bimetallic Reactions (AGy, kcal/mol) (34)

1 J K L M
Mn -69.2 46.6 -6.2 -70.0 -17.0
Fe -58.9 36.5 -8.4 -71.9 -7.4
Co -57.5 329 -0.4 -61.0 -17.0

One reasonable solution proposed earlier was to modify the B-diketiminate
ligand by introducing bulky functional groups, e.g., substituting hydrogens on the
nitrogen and carbon atoms of the backbone with bulky groups would prevent the
metal centers from interacting with each other (34). Another possible solution was
to explore heterogeneous reactions. Since metal centers play a significant role in
the catalysis, metal surface mediated scission of CO; is a possible strategy to avoid
dimerization and oligomerization pathways to catalyst inactivation (34). We will
return to this point later.

Hydrolysis of CO; (CO; + H,0 = H,CO3) Mediated by
B-Diketiminate Complexes

A remaining question from ref. (34) is how CO; interacts with the hydroxo
hydride complex L'M(OH)(H) transformed from the aqua complex L'M(H>0).
Previous calculations showed that L'M(H20) can overcome a barrier of less than
20 kcal/mol to rearrange to L'M(OH)(H) (Figure 8 and Figure 9, Steps H-1 and
H-2) (34). This hydroxo hydride complex has a great potential to interact with
another CO, molecule, which leads to a new direction of CO; activation, the
hydrolysis of CO,. Transition metal hydroxo complexes interacting with CO; has
been discovered in biological systems (52—54). The carbonic anhydrases are Zn
metalloenzymes that catalyze the hydration of CO; (52—56). The most commonly
accepted mechanism is as follows (52—54): (1) LZn(H>O) deprotonation, (2) CO>
binding to LZn(OH-), (3) formation of LZn(HCOs3-), and (4) release of HCOs-.
Inspired by this mechanism, the catalytic pathway of the hydrolysis of CO> using
L'M complexes (L'= B-diketiminate, M = Mn, Fe, Co) was proposed in this chapter
(Figure 8): Binding of H,O to L'M (Step H.1) is considered as a reversible reaction
because of the small values of reaction energies for the three metal systems (Step
H, Figure 8). The L'M(OH)(H) rearranged from L'M(H>O) (Steps H-1 and H-2)
first binds to CO» through the O on the hydroxo group and forms an adduct (H-3).
The adduct then transforms to L'M(HCO3)(H)-1 (Lindkog mechanism, (55)) (H-
4), which then goes through a proton transfer and forms a more stable structure
L'M(HCO3)(H)-2 (Lipscomb mechanism, (56)) (H-5). The hydrogen on the metal
center then transfers to one of coordinate oxygens and forms L'M(H>CO3) (H-6
and H-7), which will release H,CO3 (H-8).

The calculated reaction energies for all three metal systems are shown in
Figure 9. Considering local barriers for the two transition states (TS-3 and
TS-4), for both of which Fe tends to have the smallest barriers among the three
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metals. However, Mn and Fe systems showed higher effective barriers (33.5 and
24.5 kcal/mol, respectively) due to the highly stable L'M(OH)(H) leading the
reaction coordinate to a thermodynamic sink (H-2), while Co showed a relatively
small effective barrier (the energy difference between TS-4 and L'M(H20), 19.8
kcal/mol). The greater stability of L'Mn(OH)(H) is probably due to the stronger
electron donation from the metal center to the coordinate H. In general, Co
complex showed the most favorable energetic pathway for the hydrolysis of CO».
It is interesting that this catalytic trend is opposite to the RWGS reaction, in which
Mn showed the lowest effective barrier, followed by Fe and Co. On the other
hand, in all cases the Lindkog intermediate (L'M(HCO3)-1) shows higher energy
than the Lipscomb intermediate (L'M(HCO3)-2). This agrees with previous
investigations (54, 56). In summary, based on the calculated thermodynamics,
Co and Fe complexes catalyze the CO» hydrolysis efficiently; later metals tend to
perform better than earlier metals.
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Figure 8. Reaction pathway for the catalysis of CO; hydrolysis.

Heterogeneous Catalysis of CO; Reduction on TM Surfaces

Transition metal clean surfaces are good candidates to investigate
heterogeneous catalysis of CO». In this section, previous studies of the catalysis
of CO; reduction to CO on Fe, Co, Ni and Cu surfaces are summarized (35).
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Surface Models

Our previous study utilized fcc (100) surfaces for Fe, Co, Ni and Cu to
investigate the intrinsic catalytic properties of the metal (35). However, surfaces
derived from the ground state of Fe (bcc), and of Co (hcp) were also studied (35).
The calculated lattice parameters were in good agreement with the experimental
values; the differences are within 0.03 A (35, 57). A five-layer periodic slab was
built with a ~ 10 A vacuum above the surface. The top three layers of the slab
were allowed to relax, while the bottom two layers were fixed. A 3x3 super cell
was built, containing nine metal atoms per layer and a total of 45 metal atoms
(35) in the surface unit cell.
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15 LA A a-B
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Figure 9. Reaction coordinate for the catalysis of CO; + H>0O = H>COj3 using
L'Mn, L'Fe, and L'Co.

CO; Adsorption: M + CO; = CO/M

Eight different starting conformations were considered in the previous studies
(35), and the most stable structures for each metal and selected geometrical
parameters are shown in Figure 10. The O-C-O angle is reduced to 120.5 ~ 127.7
degrees, as expected, suggesting a reduction of the CO; moiety. In all cases the
CO; moiety is stabilized on the surface by multiple bonds to surface metal atoms
(35). On Fe and Co surfaces, O3 also shows a weaker interaction with the surface
besides the carbon and O1, showing a stronger binding of the molecule to the
surface, compared to Ni and Cu systems. It is possible that additional energy is
necessary to “pull” O2 from the Fe and Co fcc (100) surfaces, and this might
increase the kinetic barrier to C-O bond cleavage (35). We will return to this
point later.

The binding energy changes from a highly negative value (-33.4 kcal/mol)
to a positive value (17.3 kcal/mol), as going from Fe to Cu (Table III); a similar
energetic trend was obtained for CO; binding the surface as for the homogeneous
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system in the previous section. A positive binding energy for Cu surface suggests
that CO» could not be stabilized on the Cu fcc (100) surface spontaneously (35).
CO; chemisorbed upon surface generally results in a reduced CO>. Hence, the
valence charge density calculations showed that CO, binding on the surface
involves a charge transfer from the metal surface toward the CO> moiety, which
is transformed effectively to a COy (35). In addition, CO adsorption on Fe
bee (100) and Co hep (1010) surfaces were also investigated previously and the
calculated binding energies showed that the structure of a surface has great impact
on CO; adsorption (35).
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Figure 10. The most favorable calculated binding conformations of CO: on fcc
(100) surfaces. (Adapted with permission from Ref. (35). Copyright 2012 ACS).

Table III. Calculated Adsorption Energies of COz Species
on fcc (100) Surfaces (35)

Reaction Fe Co Ni Cu
E.as (kcal/mol) -334 -9.6 -1.1 17.3
AFEgec (kcal/mol) -24.1 -22.3 -20.4 -0.6
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Decomposition of CO,: CO2/M = (CO+0)/M

Binding of CO; is followed by breaking the coordinated C-O1 bond, which
gives a surface-bound oxygen and a surface-bound CO (35). In the (CO+O)/Fe
system, the oxygen atom binds to four Fe atoms (four-fold site), whereas the
carbon of the CO moiety binds to one Fe atom (35). On Co, Ni and Cu surfaces,
the oxygen also has a fourfold binding, but the carbon of CO binds to two metal
atoms (short-bridge) on Fe surface. As shown in Table III, the Fe (100) system
gives the lowest reaction energy (-24.1 kcal/mol), followed by Co (-22.3 kcal/mol),
Ni (-20.4 kcal/mol), and Cu (-0.6 kcal/mol) . It is notable that for Fe, Co and Ni
(100) surfaces, the reaction energies are very close to each other, although in the
first step (CO2 chemisorption) Fe has a much more negative binding energy than
Co, which in turn has a much more negative CO> binding energy than Ni (35).
In other words, Fe does not show remarkable thermodynamic favorability in CO,
decomposition, possibly due to the stronger interaction of O, and the surface in the
first step (35). Therefore, even though the reaction energies of CO, decomposition
still follows the similar trend with the binding energies, this may not translate into
a lower reaction barrier, i.e., additional energy may need to be consumed for O2
to “escape” from the surface (35).

The total reaction barrier (relative to the initial state gas phase energy) for CO»
reduction on the Fe surface is -6.3 kcal/mol. For Co, Ni and Cu (100) surfaces, the
total barriers were calculated to be 3.0, 11.1 and 39.5 kcal/mol, respectively (35).
In general, the total reaction barriers still keep the same trend with the reaction
energies: Fe < Co < Ni < Cu. Moreover, the total barriers (4£7) and the reaction
energies (AE = Eqqs + AE4e¢) follow a linear relationship for the C-O bond scission
of COy, and the Bronsted-Evans-Polanyi (BEP) relationship was developed: AE7 =
0.634E +26.7 (kcal/mol) (35). This linear relationship could be useful to estimate
reaction barriers on other metal surfaces for the C-O bond scission of CO,. It is
also notable that regardless of the lowest total barrier for Fe system, its system falls
into a thermodynamics sink, due to the “over-binding” of CO,, which requires 27.1
kcal/mol energy for CO»/Fe to climb over the TS; that is much higher than that for
Co (12.6 kcal/mol) and Ni (12.2 kcal/mol) (35). Therefore, the “over-binding”
of O2 of CO, greatly impacts the reaction coordinate on the Fe surface as we
expected earlier, but not as dramatically for the Co surface. Thus, Co and Ni are
more favorable in terms of a smaller fluctuation on reaction energies/barriers of
the elementary catalytic steps (35).

Desorption of CO: (CO+0)/M = O/M + CO

CO dissociation from Fe, Co and Ni surfaces were reported to be highly
endergonic (35), which would be a challenge to carry out the catalysis in practice.
Future investigations shall be focused on discovering effective approaches such
as mixing metal elements (i.e., metal alloy) and applying additional catalysts to
reduce the dissociation energy.
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Comparison between Homogeneous and
Heterogeneous Catalysis

In the previous sections, we discussed the CO, activation and reduction
mediated by first-row TM homogeneous complexes L'M (L' = B-diketiminate,
M = TM) and solid state surfaces. The mechanism of homogeneous catalysts
is quite similar to that on the metal surfaces in terms of CO; binding and C-O
bond activation (Figure 11) (35). Natural bond orbital (NBO) analysis and Bader
analysis were carried out for the homogeneous and the heterogeneous systems,
respectively (Table 1V), for the CO, bonded systems (L'M(CO3) and CO»/M).
In both cases, CO, moiety gains more electron density within the earlier metal
systems than the later metal systems. Moreover, most of the electron density was
transferred towards the carbon atom (except for L'Cu(CO,), in which the electron
density of the carbon atom was reduced). Earlier metal systems tend to have more
electrons transferred to the CO, moiety than the later metal systems. This trend
is consistent with the binding energies.
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Figure 11. (a) Reaction energies of CO: activation by L'M (L = p-diketiminate,
M = Fe, Co, Ni and Cu ). (b) Reaction energies of CO; activation on Fe, Co, Ni
and Cu fcc (100) catalysis, indicating that reactions for earlier metals are more
exergonic. (Reproduced with permission from Ref. (35). Copyright 2012 ACS).
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Previously, we have discovered a important correlation between the
homogeneous and the heterogeneous catalyst models: an interesting energetic
trend was obtained for both, as a function of metal (Figure 11); from the earlier
metal Fe to the later metal Cu, reactions tend to be more endergonic (35). In other
words, earlier 3d metals are thermodynamically more favorable in terms of CO,
binding and C-O bond cleavage than later metals (35). This energetic trend could
be used to help design new metal catalysts for CO, activation in the future.

Table IV. Partial Charges for CO; Bonded Systems (NBO Analysis Was
Carried Out for the Homogeneous Systems (This Chapter) and Bader
Snalysis for the Heterogeneous Systems (35))

)] C o2 CO; moiety

CO, -1.061 2.122 -1.061 0
COo/Fe -1.119 1.018 -1.054 -1.155
CO»/Co -1.037 1.086 -1.035 -0.986
CO2/Ni -1.020 1.188 -0.971 -0.802
CO,/Cu -1.095 1.470 -1.004 -0.629

CO; -0.494 0.988 -0.494 0
L'Fe(CO») -0.607 0.727 -0.511 -0.391
L'Co(COy) -0.572 0.756 -0.511 -0.327
L'Ni(COy) -0.545 0.842 -0.484 -0.187
L'Cu(COy) -0.505 1.013 -0.467 0.041

Summary

This chapter reviewed our previous studies (33—35) on homogeneous and
heterogeneous catalysis of CO; activation and conversion using 3d metal catalysts
in a greater and more profound perspective. For the B-diketiminate 3d metal
complexes mediated reverse water-gas shift reaction, the CO> binding and C-O
bond cleavage are thermodynamically more favorable for earlier metals than later
metals (33). The hydrogenation of L'M(O) by H», however, displays a different
trend as a function of metal; reactions of the later metal complexes are more
exergonic than earlier metal complexes (33). The dissociation of H,O and CO
from the coordinated products are all endergonic, and yield no large differences
among the metals studied. In general, the middle 3d series — Mn, Fe and Co
catalysts — show more favorable thermodynamic paths than the other metals, due
to the smallest fluctuations on the energetic pathway (33). According to the more
detailed thermodynamic and kinetic studied were reported for Mn, Fe and Co
systems; L'Mn yields the lowest calculated effective reaction barrier, and Fe also
shows the lowest local barrier for the C-O bond cleavage (24.1 kcal/mol) (34).
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In addition, catalysis of the hydrolysis of CO, by L'Mn, L'Fe and L'Co
was investigated ( L' = B-diketiminate). Fe and Co complexes gave feasible
thermodynamics. The reaction coordinate showed an opposite energetic trend
as a function of metal, compared to C-O activation of CO2: Co complex gave
the lowest AGZesr (19.8 keal/mol), followed by Fe (24.5 kcal/mol) and Mn (33.5
kcal/mol). Mn system forms a much more stable L'M(OH)(H) intermediate,
leading to an unfavorable thermodynamic sink.

The formation of bimetallic intermediates (e.g., from reaction of L'M(CO)(O),
and L'M(O) with the catalyst L'M) during the RWGS catalysis generate
thermodynamic sinks that would terminate the catalysis (34). Heterogeneous
reactions could help reduce the possibility of dimerization reactions. Thus
the CO; reduction on Fe, Co, Ni, and Cu fcc (100) surfaces were studied
(35). Calculations showed spontaneous chemisorption of CO, and favorable
thermodynamic properties for Fe, Co, and Ni surfaces, whereas the Cu surface
has only a very weak interaction with CO,. Reaction energies and total barriers
showed an interesting trend as a function of metal: reactions of earlier metals
are more exergonic and have lower total barriers than those of later metals (35).
However, the “over-binding” of CO on Fe surface creates a thermodynamic sink
on the reaction pathway. Thus Co and Ni surface systems are considered to have
favorable reaction energies and lower barriers (35).

Comparison between the homogeneous and the heterogeneous catalysis of
CO activation and reduction suggests that a thermodynamic trend applies to both
sub-disciplines of catalysis: earlier metal reactions tend to be more exergonic than
those of later metals; the metal plays an important role in CO> catalysis. This
important conclusion provides advice for the rational design of metal catalysts
on C-O bond activation of CO;. In addition, the homogeneous avoids the “over-
binding” of CO; that happened on the surfaces, while the heterogeneous catalysis
is free of dimerization reactions that could happen in the homogeneous catalysis
(35).

In the massive experimental and computational studies on transition metal
mediated small molecule activation and conversion, tremendously little research
has been focused on the comparison between homogeneous and heterogeneous
catalysis. Discovering the correlations and the differences between homogeneous
and heterogeneous catalysis provides significant chemical insights to the intrinsic
catalytic properties of transition metals, and helps guide the rational design of
promising catalysts.
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Chapter 6

Bio-Inspired Molecular Catalysts for
Hydrogen Oxidation and Hydrogen Production
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R. Morris Bullock, and Simone Raugei”

Center for Molecular Electrocatalysis, Pacific Northwest National
Laboratory, P.O. Box 999, K1-83 Richland, Washington 99352
*E-mail: simone.raugei@pnl.gov

Recent advances in Ni-based bio-inspired catalysts obtained
in the Center for Molecular Electrocatalysis, an Energy
Frontier Research Center (EFRC) led by the Pacific Northwest
National Laboratory, demonstrated the possibility of cleaving
H; or generating H; heterolytically with turnover frequencies
comparable or superior to those of hydrogenase enzymes. In
these catalysts the transformation between H, and protons
proceeds via an interplay between proton, hydride and electron
transfer steps, and involves the interaction of a dihydrogen
molecule with both a Ni(Il) center and pendent amine bases
incorporated in six-membered rings, which function as proton
relays. These catalytic platforms are well designed in that
when protons are correctly positioned (endo) toward the
metal center, catalysis proceeds at very high rates. We show
here that the proton removal from the molecular catalysts
(for Hy oxidation) and proton delivery to the molecular
catalysts (for Hy production) are often the rate-determining
steps. Furthermore, the presence of multiple protonation sites
gives rise to reaction intermediates with protons incorrectly
positioned (exo relative to the metal center). These isomers
are kinetically easily accessible and are detrimental to catalysis
because the isomerization processes necessary to convert them
to the catalytically competent endo isomers are slow. In this
chapter we give an overview of the major findings of our
computational investigation of proton relays for H, chemistry
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and provide guidelines for the design of catalysts with enhanced
activity.

Introduction

The increased use of energy from intermittent renewable sources such as
solar and wind power requires the ability to store the excess energy produced
and retrieve it on demand. In this context, electrocatalysts for rapid and efficient
interconversion between electrical energy and chemical energy (bonds) will be of
critical importance. H» production and oxidation are the simplest reactions that
can be used for energy storage. Platinum and the hydrogenase enzymes represent
excellent catalysts for both reactions. Their use for large-scale applications is,
however, problematic. Platinum is a precious metal with high cost and low
abundance. Hydrogenase enzymes are remarkably efficient natural catalysts
but unreasonably expensive to be obtained in large amounts, and difficult
to adapt to large scale commercial applications. These considerations have
prompted significant efforts to design molecular catalysts, which employ more
abundant metals (/-3), such as nickel (4-14), cobalt (/5—18) and iron (/9-23) as
electrocatalysts for the production and oxidation of Ha.

Although impractical for widespread application, hydrogenases continue to
provide important insights on H activation by a mono-atomic metal center as well
as proton delivery to it. A significant advance in understanding proton movement
in hydrogenases was made when the crystal structure of the Fe-Fe hydrogenase
revealed a azadithiolate bridge featuring an amine base positioned toward the distal
Fe of the catalytic [FeFe] cluster (the so-called H-cluster, Figure 1, left) (24-26).
In other words, the base is properly positioned to transfer protons to and from the
catalytic center. These considerations and others led our laboratory to develop
[Ni(PRNR"»),]2* electrocatalysts containing 1,5-diaza-3,7-diphosphacyclooctane
(PRoNR,, often referred to as PoN; in this review) ligands that include similarly
positioned pendent amines in the second coordination sphere to facilitate proton
movement (Figure 1, right) (27-36). The pendent amines have been shown to be
necessary for the fast rates observed for hydrogen production (turnover frequency,
TOF, up to 1850 s-! at 22 °C) (37), exceeding those of the Ni-Fe hydrogenase (700
sl at 30 °C) (38). Indeed, pendent amines incorporated into such six-membered
ring facilitates heterolytic cleavage or formation of the H-H bond while serving
as proton relays for proton transfers in the catalytic oxidation and production of
H,. Catalytic activity for complexes containing so positioned pendent amines
occurs at much higher rates and/or lower overpotentials compared to catalysts that
have no pendent amines, indicating the critical role of proton relays in lowering
barriers for these catalytic reactions (34, 35, 39). More recently, variants of these
catalysts for hydrogen production with formula [Ni(7PR,NR"),],2*, where 7PR,NR’
stands for the 1-R’-3,6-R derivative of 1-aza-3,6-diphosphacycloheptane, have
been shown to overcome some of the limitations of the PoN» ligand platform.
[Ni(7PPhyNPh),],2+ (Ph = phenyl) catalysts have a TOF of about 100,000 s-! for
H; production. Catalysts for H> oxidation have a significant lower TOF (at most
50 s-1 at 22 °C), but still they represent the fastest molecular catalysts available
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today. Although these mononuclear complexes catalysts feature high TOFs, they
suffer from high overpotentials (300 — 600 mV) when compared to hydrogenases.
Research efforts are currently aimed at reducing this penalty.

| R!
cys (N\H N-H
[Fes4Ss—s /S\S\ o \P/ |
/4 / , } |
-Fe_ Fe R' 1
oC { \’C/ ‘\CN \/F
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Figure 1. Schematic representation of the proposed transition state structure
for the heterolytic H-H bond formation in the active site of the enzyme
[FeFe]-hydrogenase (left) and of the [Ni(PR ;NR5),]2+ electrocatalyst (right).
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Figure 2. Proposed catalytic mechanism for H> oxidation (clockwise) and H»
production (counter clockwise) by [Ni(PR ;NR' ;),]2* catalyst family. For clarity
the substituents on the P and N atoms are not shown the chemical structures.

91
In Applications of Molecular Modeling to Challenges in Clean Energy; Fitzgerald, G., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2013.



Downloaded by UNIV OF SOUTHERN CALIFORNIA on June 4, 2013 | http://pubs.acs.org
Publication Date (Web): June 3, 2013 | doi: 10.1021/bk-2013-1133.ch006

The catalytic cycle for H, oxidation and production by [Ni(PR;NR";),]2*
complexes, as the result of an extensive experimental and theoretical investigation,
is reported in Figure 2. The computational studies of the catalytic activity of
the [Ni(PRoNR'»),]2* activity discussed in this chapter show that H, oxidation
proceeds with the formation of a transient, loosely bound H» adduct (A), which
promptly undergoes heterolytic H splitting with the formation of a N-protonated
nickel hydride species (proton/hydride species, ¢/NiH). The latter easily evolves
toward a doubly-protonated Ni(0) species (e/e). Two proton and electron transfers
(or proton-coupled electron transfers) complete the catalytic cycle. H; evolution
follows the cycle counterclockwise, with the two initial reduction/protonation
steps. Probably, in this case, the e/e intermediate is not involved but rather
catalysis proceeds via the e/NiH species only. It will be shown that, during H»
evolution, the existence of multiple protonation sites gives rise to species with
protons not properly positioned, which are detrimental to catalysis.

In this chapter we will review the most important findings of our
computational studies of the catalytic activity of the [Ni(PR;NR";),],2* platforms
(40-53) and provide guidance for the design of new platforms with improved
performance. We will start discussing the computational philosophy we followed
to obtain quantitative information on the activity of these catalysts in solution.
Next we will describe the early stages of hydrogen oxidation, which are also the
final stages of H> production. Then we will focus on protonation/deprotonation
events, which, as we will show, represent the most critical steps along the catalytic
cycles.

General Computational Philosophy

The computational study of hydrogen oxidation and production requires
the modeling of H, binding/dissociation, H-H bond breaking and forming,
intramolecular proton transfers, (intermolecular) protonation and deprotonation
steps and conformational changes. Intramolecular proton transfers and chair/boat
conformational changes can be easily described using standard quantum
chemistry methodologies based on density functional theory (DFT) and on
stationary point searches on the potential energy surface. We have shown
that if the catalytic pathways are known, these calculations, complemented
by harmonic thermal and entropic corrections to free energy along with a
continuum description of the solvent, are adequately accurate, and are therefore
employed to describe the energetics of intramolecular processes (44, 48,
49). In contrast, the modeling of the acid/base reactions required for the
intermolecular protonation/deprotonation steps cannot be easily modeled within
the standard quantum chemistry computational framework. The major problems
encountered regard the calculation of (1) the entropic contribution to the reaction
free energy and (2) the activation free energy barrier. Indeed, the complex
solvation/desolvation processes underlying the intermolecular protonation and
deprotonation steps cannot be easily captured by a stationary point search
on the potential energy surface of the reacting system (acid/base and the Ni
complex) with a polarizable continuum (PCM) description of the solvent. This is
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particularly true for large molecular systems, such as those in our research, with
strong specific interactions with the solvent, which might be very problematic
to be accurately described within PCM theories. Indeed, the inclusion of a few
explicit molecules of the solvent is still problematic, as the number (and location)
of molecules needed to correctly describe these processes is not known a priori.
In contrast, molecular dynamics (MD) simulations represent a powerful tool to
explore the complex interplay between solvent, acid/base and Ni complex at
finite temperature. Therefore, protonation/deprotonation steps were explored
via hybrid quantum mechanics/molecular mechanics (QM/MM) simulations
(54) along with enhanced sampling techniques for free energy calculations
(55). Ab initio MD was also employed to explore the possible pathways for
H; binding and splitting and for the intramolecular proton reorganization. Such
simulations are computationally demanding and cannot be applied to the study
of all of the possible situations these catalysts can display (e.g., different catalyst
conformations and the alternative pathways they lead to). Rather, they were
performed on selected conformers and reactions and the results extended to the
other processes.

The details of the computational procedure employed in our studies are
provided at the end of this chapter along with some comments on the accuracy of
the DFT calculations performed.

Heterolytic Splitting and Formation of Molecular Hydrogen

H; addition to [Ni(PR,NR;),]»2+ hydrogen oxidation catalysts result in the
formation of doubly protonated Ni(0) species. These species are key in the
catalysis, and their reactivity will be discussed in detail in the next section.
Here we focus on the mechanism of formation of these intermediates during H»
oxidation and, conversely, their implications to H, evolution (40, 43, 49). In
particular we will focus on the following key issues: (1) the number of positioned
pendent amines that are needed for optimal catalysis and (2) their role in the
thermal H; splitting and formation steps.

[Ni(PR;NR';)]2*  molecular systems are characterized by a rich
conformational space. Each of the four six-membered rings can adopt either a
boat or a chair conformation, which yields a total of seven possible conformers.
Depending on the type of substituents on the P and N atoms, two or three isomers
are nearly iso-energetic and equally probable under ambient conditions. Pendent
amines in a ring with a boat conformation are closer to the metal center than
pendent amines in a ring with a chair conformation (N to Ni distance of 3.3 A and
3.8 A, respectively). Interconversion among isomers is relatively fast, with the
barrier for ring inversion being in the range of 7-12 kcal/mol, depending on the
substituents. This conformational complexity offers several binding possibilities
for the H, molecule.

Theoretical modeling was carried out on the [Ni(PCY,NMe,),]2+ catalyst (Cy
= cyclohexyl and Me = methyl) to study the reaction mechanism of the oxidative
addition of H» for three representative configurations. QM/MM simulations were
employed to explore all the possible H> binding and splitting pathways at finite
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temperature. This study revealed that only binding on a side featuring at least one
ring in a boat conformation leads to a facile H» splitting. This finding confirms
the critical role of the pendent amine in the H-H bond breaking. The free energy
landscape for the binding and subsequent splitting of H, on a side with both
pendent amines in a boat conformation is reported in Figure 3. Upon crossing a
(mostly entropic) free energy barrier of about 9 kcal/mol (not shown in Figure 3),
H> binds, forming a (n2) dihydrogen adduct A, which promptly splits according
to two pathways. The lowest-energy path (Figure 3, solid line) corresponds to
heterolytic splitting of the H-H bonds, which yields a proton-hydride (e/NiH1)
species where one of the pendent amines is protonated and interacting with
the Ni-hydride moiety. The same intermediate can be obtained also via a
higher-energy homolytic cleavage (Figure 3, dashed line), which leads to a
transient cis-dihydride intermediate (¢cH). The e/NiH1 intermediate can easily
evolve toward a second, slightly higher in energy proton-hydride species, e¢/NiH2,
where the Ni-H moiety is oriented toward the other pendent amine nitrogen. The
reaction continues toward a lower-energy doubly protonated Ni(0) species (e/e),
where the two N-H bonds are oriented endo with respect to the metal center. The
latter is the experimentally observed product for H> addition to [Ni(PCy,NMe,), ]2+,

The reaction pathway when only one pendent amine is in a boat conformation
is very similar. H» binds to Ni(Il), forming a transient dihydrogen adduct, which
dissociates following either heterolytic (low-energy) route or a homolytic (high-
energy) route. In both cases, a proton-hydride species is obtained. After a very
facile rotation of the hydride around the metal center, a doubly protonated Ni(0)
complex is finally formed.

In stark contrast, when the H; binding occurs to side of the square planar
complex with both pendent amines in a chair conformation, Hy splitting can occur
only via a homolytic process, which leads to the formation of a high-energy cis-
dihydride (AG > 20 kcal/mol). This species, upon migration of the hydrides around
the metal center yields, also in this case, to a doubly protonated Ni(0) intermediate.

Refinement of the stationary points with more accurate DFT schemes (see
comments in the Appendix) indicates that the overall barrier for H, oxidation with
the formation of the doubly protonated e/e isomer is about 14 kcal/mol, a value
that does not depend appreciably on the conformation of the catalyst as long as at
least one pendent amine is properly positioned (i.e., in a six-membered ring in a
boat conformation).

The same species were found to be involved in Hy evolution from the
doubly protonated intermediate e/e of the hydrogen production electrocatalyst
[Ni(PPhyNPhy),]27. However, for this complex, the free energy of the
proton-hydride e/NiH intermediate is systematically lower by about 4 kcal/mol
than that of the doubly protonated e/e species. The same holds for the
mono-protonated species Ni(0), which are systematically higher in energy than
the corresponding mono-hydride species. This is likely due to the low pK,
value of the N-H bond compared to that of the Ni-H bond, which favors proton
migration from the nitrogen to the metal. This implies that during the catalytic
cycle of H» production, upon protonation of Ni(0) species or Ni(I) species, the
pendent amine accepts a proton from the acid and then relays it to the metal. The
calculated barrier for the intramolecular proton transfer is small (7 kcal/mol).
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The protonation of a second pendent amine leads to the e/NiH species, which can
easily evolve H». These concepts will be further elaborated later on in this chapter.

The analysis of the molecular orbital rearrangement upon Ni complex/H»
interaction indicates that the pendent amine acts as electron donor interacting with
the antibonding c* orbital of H», whereas the metal center accepts the electrons
from the ¢ bond of the H». In other words, the metal center and the pendent amine
can be viewed as a “frustrated” Lewis acid/base pair (56—38).

Protonation of the pendant amine
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Figure 3. Bi-dimensional projection of the free-energy surface (FES) for the
H> oxidation by [Ni(P> ©N> Me),]2+ in acetonitrile as obtained from QM/MM
Born-Oppenheimer meta-dynamics molecular dynamics simulations. The
reaction coordinate is described in terms of three collective variables: Ni-H>
distance, HH distance, N/H coordination number (see appendix). Blue dots
indicate local minima on the FES, whereas the red dots indicate transition states
between them. The corresponding free energy is reported near the symbols. For
clarity the 2+ charge on the complexes is not shown in the chemical structures.
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Thermodynamic Driving Force for H> Addition and H; Release

In the previous section it was mentioned that the formation of the doubly
protonated e/e intermediate is exothermic for H, oxidation catalysts and
endothermic for Hy production catalysts. There are two key thermodynamics
quantities that determine the free energy (AGmnz) for Hy addition: the hydride
donor ability AG°n-, and the pK; of the protonated pendent amine of the doubly
protonated reaction intermediate. Simple thermodynamic considerations (Scheme
1) suggest the AG°n» is the result of a fine balance between AG°n- and pKa (46):

AG’my = -AG°y- - 1.364pK, + 76.0 kcal/mol

where 76.0 kcal/mol is the standard free energy for the heterolytic splitting of H»
in acetonitrile. The higher the hydride donor ability and the lower the basicity of
the pendent amine, the larger the AG°n2. AG®n- is mostly dictated by the twisting
angle at the metal center (dihedral angle between the planes identified by the P
atoms of each ligand and the Ni atom). Generally the bulkier the substituent on
P atom, the more twisted the catalyst is and the smaller AG°n- (34, 35, 46). For
instance AG°n- decreases along the following series of substituents: R=Ph <Cy <
t-Bu (#-Bu = tert-butyl). In contrast, the pK, is mostly influenced by the acid/base
properties of the parent amine R’-NH». The electron withdrawing capabilities of
the substituent of the P atoms, R, also contribute to AG°y- and pKa.. Changing R
and R makes it possible to perform fine-tuning of AG°n2 and smoothly progress
from hydrogen oxidation catalysts to hydrogen production catalysts (Table 1).

[NI(PRoNF ) 2+ + H === [HNi(PR.NRp), ] —AG.
[HNi(PR,NR )] + HY  <== [Ni(PR,NR,H),2*  -1.364 pK,

H, == H*+H 76 kcal/mol

[NI(PTNRR)ol + Hy === [Ni(PFaNToH) 2+ AG%Hp

Scheme 1. Thermodynamics cycle for the calculation of the free energy (AGuz)
for H, addition to [Ni(PR 2N 2);]?* complexes.
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Table 1. Standard Free Energy (AG® u2 in kcal/mol) for H; Addition to
Various [Ni(PR ;NR;);]2* Complexes

R R’ AG®n2
Cy +Bu 6.0
Cy Bn 3.1
Ph Me -0.7
Ph OMe 0.4
Ph Bn 2.7
Ph Ph 9.0

Proton Movement and Pendent Amines

Addition of H> to a hydrogen oxidation catalyst leads to a Ni® complex with
two endo (with respect to the metal center) protonated amines, e/e (32). The
computational studies discussed above are able to provide a vivid description of the
reaction mechanism. Detailed 'H, 3!P and 15N NMR studies on [Ni(PCy,NBn,H), ]2+
(Bn = benzyl) revealed that this doubly protonated e/e intermediate isomerizes to
other two species, the endo/exo, e/x, and exo/exo, x/x, isomers (Figure 4) (8). The
three isomers differ in the orientation of the N-H bonds. Isomer e/e has both N-H
bonds endo to the nickel, while isomer x/x has both N-H bonds exo to the nickel, in
a “pinched” (N-H-N) configuration. Isomer e/x has a mixed endo-exo geometry.

. 2 .2+
A —‘ * A -‘ 2 R\ R I &
H=N R! R g o oz k [N
i ! N oA / N -y, R / N
R R N P,
\ o] ; R\ N\/P\ H\ \H FaAN . \-F’ H
N P Ry { SNiwP i H | NP i
. NiwP, SNQ e \P\ N \N ’PR P\ 2R
=P§\ ~p Ny R PR /\y“ R 7 V é{ \ R'
; \R LN—H R R
N-H
=
ele e/x x/x

Figure 4. Products of the H> addition to [Ni(PR >:NR' »),]2* catalysts for H>
oxidation. Hydrogen bonds are indicated as red dashed lines.

Equilibration was recently monitored using 3'P{!H} and 'H EXSY NMR
spectroscopy starting from the e/e isomer (42). At room temperature in deuterated
acetonitrile, the e/e to e/x equilibration is nearly complete after 10 hours, at which
time the x/x isomer begins to appear. The formation of the x/x isomer is much
slower, taking over 60 hours to reach equilibrium. The distribution of the three
isomers at equilibrium for [Ni(PCy,NBnH),]2+ is 30% e/e, 57% e/x, and 13%
x/x. These findings suggest a stepwise formation of isomers, from e/e to e/x,
then to x/x, where protons are sequentially transferred from the interior (endo
position) to the exterior (exo position) of the complex. 'H EXSY experiments
unambiguously indicate that isomerization is the result of intermolecular proton
transfer. The time to reach equilibrium decreases with the addition of bases. The
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isomerization rate increases with the strength of the base used: 2,6-dichloroaniline
< dimethylformamide (DMF) < aniline (pK, of the conjugate acids being 5.1
(59), 6.1 (60), and 10.6 (59) respectively). The formation of the x/x isomer
was ~28 times faster in the presence of 10 equivalents of aniline compared to
the rate in CD3CN alone with no added base. It is important to note that while
the isomerization rate increased, the isomer distribution was unaffected by the
presence of the bases.

Variable-temperature one-dimensional NMR techniques and two-dimensional
EXSY experiments indicate fast intramolecular proton exchange processes for two
(i.e. ele and e/x) of the three experimentally observable isomers of the doubly
protonated Ni(0) intermediate (rate constants between 104 to 105 s-! at 25 °C)
(44). Theoretical calculations highlighted that endo protons rapidly move from
a pendent amine to another, and that this movement is mediated by the metal
center. The mechanism of this fast intramolecular proton transfer and of the slower
intramolecular proton transfer, which leads to the interconversion between isomers
e/e, e/x, and x/x is key to understanding the catalytic activity of these complexes,
and offers precious insights on how to improve them. The two processes, and their
implication to catalysis, are analyzed below.

Intramolecular Proton Transfer

Theoretical modeling (44) showed that endo protonated pendent amines
readily transfer a proton to the metal center, forming a N-protonated nickel
hydride with one proton on a pendent amine (NiH). The hydride can easily
rotate around the face of the metal center and move to another pendent amine.
Chair/boat interconversions of the six-membered ring containing the pendent
amines are necessary to make the overall process happen. Depending of the
sequence of proton transfers and chair/boat conformational changes, several
different pathways are possible for the intramolecular proton transfer (i.e.,
isomerization). Up to 10 species can be involved in the intramolecular transfer
of a proton from N, to Ny, (Figure 5). Independent of which pathway is chosen,
the chair-to-boat interconversion is the rate-limiting step in all cases, a result that
was not obvious or anticipated.

The rate constants for the intramolecular proton exchange range from 104 to
105 s-1 at 25 °C, depending on isomer and solvent and, therefore, the process does
not represent a bottleneck for catalysis. Computations reproduce these rates in
remarkable accord with experiments. The calculated overall activation free energy
for the intramolecular proton exchange is 10.7 kcal/mol and 10.2 kcal/mol for the
e/e and the e/x isomer of [Ni(P¢Y,NMe,H),]2*, respectively. These values are to be
compared to 11.9 kcal/mol and 11.4 kcal/mol provided by NMR measurements on
[Ni(PCy,NBnyH), ]2+,

There is an important message emerging from these studies: when the pendent
amine is properly positioned, the proton can be efficiently moved from the Ni to
the nitrogen (or vice versa). Due to the rapid intramolecular proton exchange,
this family of catalysts for oxidation and production of H, may be considered as
a metal center “immersed” in a cloud of protons, allowing multiple pathways for
subsequent catalytic steps. More generally, the facile transfer of protons between
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the metal center and positioned bases/acids in the second coordination sphere of
these [Ni(PR,NR’),]2* complexes provides strong support for similar mechanisms
proposed, but not directly observed, in enzymes.

- 11.1
10+ i \\\ —

-
N

Free Energy (kcal/mol)

M .

; ~ Ni—>N

- Chair — Boat i
H* Transfer migration H* Transfer Boat — Chair

Figure 5. Intramolecular proton exchange between N, to Ny in the e/e isomer
of [Ni(PS ;NMe ;H),]?*. Different nearly equienergetic pathways are possible
depending of the sequence of events that take place. For clarity the 2+ charge on
the complexes is not shown in the chemical structures.

Intermolecular Proton Exchange: Proton Delivery and Removal

Moving the proton into solution for catalyst regeneration in the case of
H> oxidation or from a proton source in solution to the catalysts in the case
of H» production turns out to be one of the most important catalytic steps.
In the [Ni(PR;NR,),],2* systems, protons can be positioned either endo or
exo. Only pendent amines having endo geometry are properly positioned to
function efficiently as proton relays during catalysis. The isomers with exo
positioned protons are not catalytically active (catalytic trap) and therefore the
interconversion to the endo position is necessary for catalytic turnover to occur.
Our theoretical work showed that the precise delivery of protons and the rate of
protonation/deprotonation are regulated in a nontrivial way by the combination of
three factors: steric effects, hydrogen bonding, and electrostatic interactions (42).

Experimental evidence strongly suggests that protonation at the exo position
is kinetically favored over protonation at the endo position. Consistent with
NMR results and electrochemistry measurements, computations indicate that
steric hindrance is the major discriminator promoting protonation at the exo site
rather than at the endo site. Based on the observation that exo protonation is
kinetically favored, isomerization to the catalytically active e/e isomer may be
an essential process for the majority of the catalyst. Extensive ab initio MD
simulations allowed us to unravel the mechanism for the isomerization (Figure
6). In the presence of a base such as aniline, isomerization involves several steps.
The detailed mechanism for isomerization is discussed in great detail elsewhere
(42). Briefly, isomerization requires the initial formation of a hydrogen-bonded
complex between a given isomer and the base. This association is then followed
by a sequence of steps, whose order depends on the starting isomer (e/e, e/x, or
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x/x) and deprotonation site (endo or exo). These steps include the conformational
change of one of the six-membered rings of the ligand, such as boat-chair
conversions, intermolecular proton transfers and intramolecular proton transfers
mediated by the metal center. The reaction pathway connecting the two isomers
is uphill to generate the NiH intermediate for the e/e < e/x isomerization or to
generate the exo mono proton species x for the e/x < x/x isomerization (Figure 6).
Each step contributes to the overall free energy barrier. The most important steps
for the e/e = e/x isomerization are shown in Figure 7. As can be seen, for both
endo and exo deprotonation (protonation), the dissociation of the protonated base
(i.e., anilinium) and its re-association during the re-protonation stage, constitute
the largest barriers to the overall process (Figure 7, second reaction of each panel).
These barriers are primarily due to strong hydrogen bonding interactions for the
dissociation and electrostatic repulsion between anilinium and the monocationic
species NiH or x for the re-protonation reaction. In addition, the association of
both aniline and anilinium to the endo position is further disfavored with respect
to the more accessible exo position (Figure 7, first reaction). The origin of this
steric penalty for binding to the endo position is in the larger structural distortion
required to form the association complex at the endo site compared to the exo
site. As a result, the interconversion of the e/x isomer and the NiH intermediate
is faster in both directions than the interconversion of the e/e isomer and the NiH
intermediate. The difference in steric accessibility of the endo and exo sites is the
principal cause of the different reactivity.

Figure 6. Schematic representation of the isomerization e/e = e/x = x/x in the
presence of base. The numbers on the arrows indicated the overall activation
free energy (in kcal/mol) in the direction of the arrow for [Ni(P% ;NMe ,),] 2+
in acetonitrile with aniline as a base. Only the major species involved in the
isomerization are reported in the scheme: the actual e/e < e/x isomerization
involves 7 elementary steps, whereas the e/x = x/x isomerization involves 5
elementary steps for a total of 12 steps.
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Figure 7. Energetics of the key steps for the e/e = e/x isomerization of [Ni(P:
N, MeH),]2+ by aniline in acetonitrile. Top panel: deprotonation at the endo
side; bottom panel: deprotonation at the exo side. For clarity the substituents on
the P and N atoms are not shown in the chemical structures.

Proton Delivery and Catalysis

Based on the analysis reported above, we can elaborate the catalytic
mechanism reported in Figure 2 by considering the possibility of both endo and
exo protonation. The extended mechanism illustrated in Figure 8 can be proposed.
Here we assume that hydrogen production (counterclockwise direction) starts by
the reduction of Ni(II) to Ni(I), followed by either endo or exo protonation of the
Ni(I) complex, as it is the case for the most of H, oxidation catalysts developed
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in our group. A similar mechanism holds if Ni(I) is pre-protonated first. In the
present section, using this extended catalytic cycle, we discuss the implications
of the above mechanistic results to catalysis.
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Figure 8. Mechanism of hydrogen oxidation (clockwise direction starting from I)
and production (counter-clockwise direction starting from I). Protonation of exo
positions results in branching to less productive pathways. The two possible exo
protonated isomers (i.e. e/x and x/x) have to undergo deprotonation/protonation
step in order to rejoin the main catalytic cycle via the mono hydride species
(NiH). For clarity the substituents on the P and N atoms are not shown in the
chemical structures.

Hydrogen Production

Protonation at the exo position is kinetically favored over protonation at the
endo site, as predicted by our theoretical modeling. This finding suggests that the
product of the two protonation steps plus and the two electron transfer steps is the
x/x isomer. Experimentally it is not possible to isolate the protonation products of
the Hz evolution catalysts, as they quickly evolve toward the release of molecular
hydrogen (/2). To mimic the hydrogen production conditions, protonation studies
of the reduced form [Ni(PCy,NBn),]0 of a catalyst for H, oxidation were carried
out. These experiments showed that the x/x isomer is indeed the only protonation
product (42). The build-up of the x/x isomer has been observed in the protonation
of the hydrogen production catalyst, [Ni9%(PPh,NBn,),], at low temperature (67). As
a whole, these results suggest that a large fraction of the catalyst has to undergo
isomerization before H» production can occur. Therefore, during catalysis for H»
production, a large fraction of the catalyst exists as x/x isomer, which requires
isomerization to the e/e isomer prior to H» elimination. We have shown that
isomerization from the x/x isomer to the e/x isomer and then to the e/e isomer
is slow. Therefore this required isomerization process must considerably reduce
the catalytic efficiency.
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It is important to point out that for hydrogen evolution catalysts that endo
monoprotonated Ni(0) species rapidly isomerize to form Ni(Il) hydride species,
NiH (40, 44, 51, 52). The calculation results suggest that the NiH species is more
stable than the corresponding N-mono protonated species by at least 6-7 kcal/mol.
Of course, no such intramolecular isomerization for the x species is available.
Protonation of the NiH yields directly endo protonated hydride, e/NiH, and the
corresponding exo protonated Nickel hydride instead of the corresponding (far
less stable) doubly protonated e/e and e/x species.

Finally, our simulations also indicate that protonation in general can be
rate-determining in hydrogen evolution. This is supported by the experimental
observation that the rate of H» production strongly depends on type of acid
employed (12, 13, 48).

Hydrogen Oxidation

The e/e isomer is the kinetic product of H addition for [Ni(PCy,NBn,),]2+ and
other [Ni(PCy,NR),]»+ complexes (8, 48), and, as was discussed in the previous
section, the deprotonation from the endo position is a high energy process.
Using aniline as a base, the calculated barrier to deprotonation at the endo site of
[Ni(PCy,NMe;H), 12+ is 21.4 kcal/mol, and 17.2 kecal/mol for [Ni(PCy,NBn,H), 2+
based on NMR spectroscopy. These barriers are similar to the overall barrier
(around 15 - 16 kcal/mol) for H, oxidation as determined from the measured
TOFs for [Ni(PCyNtBuy),]2+ [Ni(PCY,NBny),12+, and [Ni(PCy,NMe,),]2+ using
significantly stronger bases (/0, 44, 48). Similar to H, production catalysis,
different maximum TOFs are observed depending on the base used, where rates
obtained with n-butylamine are faster than those with #-butylamine (62). This
supports the idea that steric accessibility of the endo site may also limit the rate
of deprotonation, which, in turn, may limit catalytic rates for H, oxidation.

Conclusions

In this chapter we have reviewed some of the most important results of our
studies on the role of pendent amines incorporated in the second coordination shell
of Ni/diphosphine electrocatalysts for H, oxidation and production. The simplicity
of these catalysts with their similarity to the active site [FeFe]-hydrogenase
enzyme provides also an opportunity to investigate proton movement to and from
the metal at a molecular level, with implications for both enzymatic systems and
organometallic catalysts involved in multi-proton and multi-electron reactions.

Our investigation revealed that the H, binding and splitting are a relatively
facile processes when H, binding takes place on a side of the distorted square
planar Ni(IT) complex featuring positioned pendent amines, i.e., located in a boat
conformation of a six-membered ring. The calculated barrier for the oxidative
addition of H» to [Ni(PCy,NMe,),]2* is about 14 kcal/mol, and it does not depend
appreciably on the particular conformation of the catalysts. Only one positioned
pendent amine is required for the process, as there is no apparent energetic benefit
derived from the presence of a second positioned amine group. The lowest free
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energy splitting pathway involves a transient dihydrogen adduct, proton-hydride
intermediates, e/NiH, and doubly protonated Ni(0) species, e/e. A higher energy
pathway via a dihydride intermediate is also possible. The latter is only accessible
when both rings on the binding side are in a chair conformation.

The production of Hz by [Ni(PR;NR,),]2+ involves the same species discussed
above for the H, oxidation, but is exothermic from e/e to the dihydrogen complex A
(Figure 2). Most likely the species e/e is never involved, rather catalysis proceeds
trough the intermediate e/NiH only. The H» formation step is characterized by the
association of the acidic proton at the pendent amine and the hydridic hydrogen at
the metal center. The pendent amines are able to efficiently shuttle protons toward
and from the metal center.

Proton delivery to the catalysts from a proton source in solution in the case of
H; production and proton removal from the catalysts by a base have been shown to
be high barrier processes. In particular the barrier (> 10 kcal/mol) for protonation
is considerably higher than the barrier for H> formation from e/NiH (about 7 kcal/
mol). Therefore proton delivery is likely rate determining for H, evolution. In the
case of H, oxidation, proton removal and H> binding and splitting have similar
barriers and, depending on the catalysts and the conditions, one can prevail over
the other.

The positioning of the protons is crucial for catalysis. In particular only endo
protonation of the pendent amines leads to H, evolution. We have shown that
protonation at the exo position is sterically favored over the endo position (63).
This leads to the formation of pinched doubly protonated intermediates, which
are detrimental to catalysis because these species are unable to facilitate proton
removal or delivery to the metal center (64). It therefore becomes crucial to
properly direct the protons into the endo position. On the basis of these findings,
new catalytic platforms have been proposed where only one pendent amine per
phosphine ligand is present (65). These catalysts do not lead to exo pinched
protonated intermediates and feature remarkably high turnover frequencies (>
100,000 s-1), although they suffer from very high overpotentials (> 500 V) (65).
How to reduce the overpotential is the focus of current work.
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Appendix: Computational Details

In this appendix we provide a brief description of the computational
methodology employed to study the activity of the [Ni(PR;NR’),]2+ catalytic
platforms. A more detailed discussion of the various compu